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THESIS ORGANIZATION

The thesis is accompanied by a DVD that contains additional examples that can directly
be accessed through the border icons in this pdf. Four different icons are used, which are
linked to either sound or video examples, applications, or additional documents, see here
also Appendix C. Additionally, color is used to highlight Bibliographical References, and
references to certain Figures, Chapters and Sections. These references act as hyperlink
and directly connect to the sections referenced. Turquoise References provide additional
links to data folders and examples on the DVD.

With this reading manual in place, I now wish all readers plenty of joy reading and
fun with the additional examples and applications!

Sound Example.






Some of the best things emanate from sound,
— a secret, a vow, a universe

— PRINCE (Musicology) (Prince, 2004)

Dedicated to my family, my friends
and my students.






ABSTRACT

Sound and acoustics both play an important role and are an integral part of our daily
life. Most people, however, fail to appreciate how good they really are in interpreting
sounds and noises, and are unaware of how much information is really perceived though
the auditory channel alone.

This research therefore concentrates on the study of 3D auditory display systems and
develops spatial sonification and interaction techniques to support an intuitive exploration
of 3D virtual auditory environments. With this goal, techniques from the visual domain
are adopted and existing concepts of information visualization are transferred to improve
the design and sonification of 3D auditory environments. The focus lies here especially
on an audio-centered design that concentrates on the benefits of an auditory display of
information. Thereby aspects for an intuitive and natural exploration and interaction are
discussed, leading to improvements that also include efficient graphics-based 3D sound
rendering and simulation techniques. The thesis explores in this respect several areas of
application. These range from interactive 3D audio-only computer games, over the design
of augmented audio reality scenarios to the introduction of interactive audiobooks, which
integrate interactive elements into audiobooks and radio plays. These applications are
prototypically implemented, as well as examined and evaluated in detail through various
user evaluations.

Additionally, promising areas of further research are discussed throughout to develop
a firm basis for future development.

KURZFASSUNG

Sound und Akustik spielen beide eine wichtige Rolle und nehmen in unserem téglichen
Leben einen wesentlichen Platz ein. Die meisten Menschen haben jedoch keine genaue
Vorstellung davon, wie gut sie Gerdusche und Tone horen und interpretieren konnen, und
wissen nicht wieviele Informationen allein durch den Hoérsinn aufgenommen werden.

Diese Arbeit konzentriert sich daher auf die Erforschung von 3D akustischen Anzeigen
und entwickelt raumliche Sonifikations- und Interaktionsmethoden, welche eine intuitive
Erfahrung von 3D virtuellen auditiven Umgebungen ermoglicht. Mit diesem Ziel werden
Techniken aus dem visuellen Bereich adaptiert und bestehende Konzepte der Informa-
tionsvisualisierung auf die Sonifikation von 3D auditiven Umgebungen tibertragen. Einer
der Schwerpunkte liegt dabei auf einem akustisch bezogenen Design, welches die Vorteile
einer auditiven Darstellung von Informationen hervorhebt. Hierbei werden sowohl die
Aspekte fiir eine nattirliche und intuitive Erkundung und Interaktion diskutiert, als auch
Techniken fiir eine verbesserte, Graphikbasierte 3D Soundberechnung und Simulation
vorgestellt. Unter diesen Gesichtspunkten untersucht die Arbeit auch verschiedene An-
wendungsfelder. Diese reichen von interaktiven 3D Audiospielen, tiber die Entwicklung
von erweiterten akustischen Realitdten, zu der Einfithrung von Interaktiven Horbtichern,
welche interaktive Elemente in Horbiicher und Horspiele integriert. All diese Anwendun-
gen sind prototypisch implementiert und mit Hilfe von Nutzerstudien naher untersucht
worden.

Weiterhin werden Bereiche die fiir eine weiterfithrende Erforschung interessant er-
scheinen in der gesamten Arbeit diskutiert, um eine starke Basis fiir zukiinftige Entwick-
lungen zu legen.
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Among the maxims on Lord Naoshige’s wall was this one:
“Matters of great concern should be treated lightly.”

— Master Ittei commented:

“Matters of small concern should be treated seriously.”

— Tsunetomo Yamamoto (Yamamoto, 1710-1717/2002)
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Imagination is more important than
knowledge. — Albert Einstein

INTRODUCTION

E live in a sensual environment; a world that is filled and stimulated through

objects that can be seen, heard, touched, smelled and some of them even tasted.
Out of these five senses, vision is our strongest and most prominent, but we often
fail to appreciate how good we really are at interpreting sounds and noises. Sound is
everywhere around us and perceived through the sense of hearing. It enriches our visual
environment and accompanies us through our daily routines, informs us about current
events and occurrences, and assists us in performing tasks and duties by providing
auditory feedbacks. Behind the ability to derive abstract information from auditory
signals lies another, more emotional layer. In the form of music and auditory reminisces,
it affects and touches us in a very deep and emotional way, and has therefore — in certain
cases — a much stronger influence, superior to that of vision.

Sound and acoustics have both been practiced in the form of music and singing
throughout human history, but had not been studied in greater detail until Pythagoras
and Aristotle. Both looked at sound and acoustics from the viewpoint of science and
discovered the very basic fundamentals of harmonics and the propagation of sound
waves. Several of these effects, including the interactions (reflections) of sound waves
with different materials and objects were already known at this time to Greek and Roman
architects, who designed their theaters and halls with good acoustics in mind; the early
beginnings of architectural acoustics. Today’s physical definition of sound describes it as
a disturbance of mechanical energy that is propagating through matter in longitudinal
waves. The foundations for this understanding were laid during the time of Scientific
Revolution by Galilei, Mersenne and Newton, who studied not only the physics of sound
wave propagation, but also its psychological effects in perception. Newton later derived
the relationship for wave velocity in solid objects, and thereby marked the beginning of
the physical understanding of acoustics as we still have it today (Newton, 1687). In the
19th century, acoustics and sound propagation were studied by Helmholtz in Germany
and Lord Rayleigh in England, who later also compiled the first monograph in this still
very young field of research: The Theory of Sound (3rd Baron Rayleigh, 1877/1878).

In today’s technological and information-driven environment, sound and acoustics
have many applications, yet some areas are still unexplored. To shed some light — or
sound waves — on some of these areas is the scope of this thesis. Sound and auditory
perception have some very unique features, different to seeing and the perception of
light, which shall be explored, examined and exploited for new applications and new
possibilities. As characterized by the quote at the beginning of this chapter, imagining the
unexplored possibilities is always the first step in the beginning of new research. In this
thesis, it starts right in the next section, focussing on an INTERACTION WITH SOUND.

1.1 INTERACTION WITH SOUND

Envisioning an INTERACTION WITH SOUND exhibits an interactive, user-centered di-
alog that is located within an auditory environment. The conveyance of information
in a so called Auditory Display focusses primarily on sound and acoustics, that means,
abstract information is represented and displayed using auditory means and sound signals
(Kramer, 1994). Although this seems difficult and applicable to a few cases only, these
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o

(a) Léon Theremin is playing the Theremin, (b) An acoustic lens visualizing sound

one of the first electronic music instruments. waves and acoustic amplification patterns.
(Theremin, 1924) (Knight, 1960)

Aureal Obscuration

(c) Wavetracing: A visualization of Au- (d) The ReacTABLE*: A tabletop de-
real’s realtime ray tracing system for room signed musical instrument (synthesizer).
acoustic simulations. (Ramelet, 2000a) (Kaltenbrunner et al., 2006)

Figure 1: Several examples for the Interaction with Sound.

techniques are employed within a variety of applications. Most people are unaware of
how important auditory information can be, and how well humans really are in the
interpretation of acoustics and sound signals:

“Sound plays an integral role in our everyday encounters with the world, a role
that is complementary to that of vision.” (Gaver, 1989)

An short example for such an auditory display is the acoustic notification for a
new received email. A similar Auditory Icon (sound) is employed in all major mailing
applications, and if we hear this sound, we immediately know that new email has arrived.
However, an INTERACTION WITH SOUND describes a dialog with a broader application
that can be employed for an acoustic display of various information and tasks.

The use of sound for an abstract information representation has several advantages.
Most notably the possibilities for a subconscious presentation and reception, in which
the information is presented in a way that the user can perform other — possibly visual —
tasks with full performance, but is notified acoustically about occurring events. Existing
graphics-based visualization systems can be enhanced by an auditory display, in a way
that a multi-modal presentation is employed to increase the understanding of the data
and the performance of the user. Although the required sound signal processing is in
certain cases relatively complex, the overall hardware requirements are less demanding.
This makes an application of an INTERACTION WITH SOUND very suitable for portable
hardware and location-aware tasks. The design of the interactive components and the
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way an interaction is performed with these auditory environments is required to be
audio-centered. This means that certain listening and interaction techniques from the
real world should to be mimicked and integrated into the system, while focussing on an
audio-only display of this information. Here the application of speech recognition and
synthesis plays a large role, as speech permits for a very abstract, but also very direct
presentation of information.

The design of an interactive auditory dialog system requires a semantic/semiotic
component for the content, and the actual part of interaction. The fundamentals for an
INTERACTION WITH SOUND are found in the area of Auditory Displays, but also in the
visually dominant field of Visualization (Kramer, 1994). Schumann and Miiller define three
basic principles that characterize a good visualization by describing the expressiveness,
efficiency/effectiveness and adequacy of the display (Schumann and Miiller, 2000). These
principles can directly be transferred to an auditory presentation of information and the
design of auditory displays as well. To find and identify these similarities and shared
aspects with other areas is one goal of this research. The results are used to define rules
and guidelines for the design, authoring and application of 3D VIRTUAL/AUGMENTED
AUDITORY ENVIRONMENTS.

Examples of an INTERACTION WITH sOUND, fundamental to this research, can be
seen in Figure 1. The first example in Figure 1a shows the Russian inventor Léon Theremin
playing an electronic instrument that he created (Theremin, 1924). It is played by using
hand gestures, with two metallic antennas sensing the hands position to control an
oscillator and a volume effect. The resulting sound is very unique and the instrument is
currently experiencing a renaissance. The second example in Figure 1b visualizes sound
waves using an acoustic lens: “This new technique of studying sound demonstrates the focusing
effect of an acoustical lens on sound waves issuing from the horn at extreme left.” (Knight, 1960).
The lens was developed at the Bell Telephone Laboratories, who experimented at this time
with technologies for creating personal listening spaces. The study of human auditory
perception and sound wave propagation accounts for a broad discussion in this research
due to its high significance. Figure 1c displays the principle of Aureal’s revolutionary
wavetracing technology (Schneider and Muschett, 1998; Aureal, 2000; Ramelet, 2000a).
In 1998/1999 Aureal developed the first PC sound hardware capable of performing
simple, yet very realistic room acoustic simulations. This hardware employed a realtime
technique called Wavetracing that used actual geometry to perform a more realistic —
physically-sound — acoustic simulation. The ReacTABLE* system, as shown in Figure 1d,
is an intuitive virtual instrument that simulates an analog synthesizer (Kaltenbrunner
et al., 2006). It is played by hand using a tabletop design approach and employs computer
vision techniques to interact with the instrument. Although these four examples seem
very diverse, they all represent different areas of this research that are combined in an
Interaction with Sound. Several of these ideas are referred to in later chapters, in which
they are applied for an interaction and exploration of 3D virtual auditory environments.

The above examples show that sound and an auditory display of information has many
advantages, but also several drawbacks. Some of the larger issues — compared to vision
and graphics — are a limited signal bandwidth and a serial perception of information.
Sound is only audible at the particular moment in time in which it is created. The ease
with which humans are able to derive information from figures and drawings, but also
how we perceive and listen to our environment, was learned and trained over centuries.
This knowledge is very important, not only for the design of auditory user interfaces, but
also for the encoding of information and its presentation. Although the visual senses have
always dominated the perception of information, a proper training of the auditory skills
permits an increase in performance to a level that is equal to the visual system (Gaver,
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Figure 2: Two Contributions of this Thesis.

1989). In several experiments this observation could be confirmed with the evaluation of
own prototypes and example implementations.

Focussing on the advantages and possibilities of auditory display systems, many
interesting and cool applications emerge capable to provide solutions for a variety of
problems. The willingness to explore new, and sometimes unconventional user interfaces,
is strongest among the communities of entertainment and edutainment software users
(Yatim and Masuch, 2007). Especially computer games often experiment with new
interaction paradigms, which later — if successful — are often applied to other, more
conservative, software applications. The possibilities for using sound are not restricted
to the sonification of abstract scientific data sets alone, but can, with the areas of enter-
and edutainment in mind, be applied to highly immersive interactive auditory games
and learning systems. These techniques can also be used to design augmented audio
reality applications for the task of guiding tourists, or to aid the visually impaired in
finding pathways and for the performance of daily routines. The same techniques can
furthermore be used in ubiquitous and mobile computing scenarios to enhance our local
environment by an ambient intelligence. The possibilities are not limited, but in order to
realize these applications, more research in the directions of auditory perception and
information presentation, especially for 3D virtual (augmented) environments is required.
This shall be the scope of this research.

1.2 OBJECTIVES AND CONTRIBUTIONS

The preceding section discussed several interesting questions regarding the research for
an Interaction with Sound. Current and existing research has so far not studied 3D virtual
auditory environments in greater detail, especially not from a unifying perspective and
with an audio-centered design in mind. The majority of related work employs auditory
environments and 3D auditory displays to enhance the depiction of visual information,
whereas this research explicitly focusses on audio-only representations to exploit the
benefits of such a display. One of the objectives of this research is to explore possibilities,
and to answer questions around the design and application of 3D auditory display
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systems and for 3D virtual auditory environments. The research thereby provides an
extensive overview of the area and performs detailed studies on selected applications. A
goal is to provide metrics and software construction kits, using which a user would be
able to select appropriate techniques of information sonification and interaction that are
both consistent with the task of application. The main objectives can be summarized as:

* An analysis of audio used in entertainment computing and the study of 3D virtual
(augmented) auditory environments,

¢ The design of suitable sonification and interaction techniques for an exploration of
and interaction with 3D auditory environments,

* A study of authoring and design guidelines for the construction of 3D virtual
(augmented) auditory environments, and

* An exploration and evaluation of several example scenarios.

During the years of research, all of these areas have been studied in detail and many
example applications were developed and evaluated. The main focus was thereby centered
around the definition, analysis and classification of 3D virtual auditory environments
along with several related application scenarios. Contributions have been made on several
— partially very diverse — areas and fields of research:

* A refinement of existing 2D /3D data, image and volume sonification techniques.

¢ A finer definition of 3D virtual auditory environments using a non-realistic auditory
scene design, as well as advancements regarding the sonification of 3D scene
information and the development of 3D spatial interaction techniques.

* An advancement of augmented audio reality in terms of 3D spatial interactions
and user-orientation/positioning techniques, as well as an evaluation of example
scenarios using an efficient, self-developed low-cost system.

* A derivation of 3D scene authoring and design guidelines which are integrated into
a 3D auditory scene authoring environment.

* A development of graphics-based 3D scene auralization and sound rendering
techniques that improve existing solutions in terms of quality and efficiency.

Figure 2 shows exemplarily two contributions of this research. Figure 2a visualizes
a description of a 3D virtual auditory environment in which objects of importance are
highlighted. These objects have been assigned with interactive auditory textures, which
allow an intuitive exploration and sonification of this 3D auditory scene. Figure 2b
displays another, more technical contribution of this thesis, and shows an animation
frame of an interactive wave-based sound propagation system that exploits computer
graphics hardware for an efficient and more accurate sound simulation. Although the
two results seem to have — at a first glance — not much in common, yet both rely on
each others principles. As the interaction with audio-only environments is difficult and
requires accurate techniques for sound rendering and simulation that currently available
APIs can only partially fulfill, additional research was required to design an efficient, yet
highly realistic, sound rendering and simulation system.

<D

Graphics-based
Sound Simulations.



INTRODUCTION

1.3 PERSPECTIVES

From the perspectives described in this section, several directions of research are opening
up. The one chosen in this thesis will continue towards 3D auditory displays and the
design of 3D virtual/augmented auditory environments. Along this way not only the the-
oretical foundations are explained and discussed in detail, but also several fundamental
techniques and prototypic applications are developed and explored. Chapter 2 starts with
a theoretical and at the same time very global perspective of an INTERACTION WITH
sOUND, and classifies the thesis’ topic within its larger areas of research in computer
science. Chapter 2 also presents the major scientific goals of this research and discusses
issues of methodology and special requirements for an effective implementation. At the
end of Chapter 2, an overview of the thesis’ organization is provided, which describes
the content and the contribution of each chapter.



The way of the Samurai is one of

immediacy, and it is best to dash in

headlong. — Tashiro Tsuramoto
ANALYSIS

HE goal of this research is to explore and foster 3D virtual/augmented auditory

environments — especially within the domains of entertainment and edutainment
applications — by using tools and techniques from computer games, 3D auditory displays
and scientific data sonification. This chapter is used as a starting point for this research
and introduces the most important concepts and terminologies, as well as classifies the
thesis topic and analyzes the major scientific goals. Furthermore, this chapter provides
an overview of the methodologies employed and discusses some of the requirements and
settings necessary to obtain the identified objectives. As the research employs techniques
from several different areas — not all from within computer science — this chapter aims at
providing a broader perspective in which to present the topic as a whole and to unify the
domains involved. In reference to the quote at the beginning of the chapter, it is often
favorable to not ponder too long with a task at hand, but to dash in headlong.

2.1 ANALYSIS AND CLASSIFICATION

The topic of Interaction with Sound overlaps with several domains in computer science
and its associated fields. Although the research is centered around sound and acoustics,
methods of Human-Computer Interaction (HCI) play a major role in evaluating the
quality and usability of the designed systems and applications. The heart of this thesis are
3D VIRTUAL AUDITORY ENVIRONMENTS, around which all research and discussions
are arranged. With the means of perceiving information consciously reduced to hearing
alone, the interaction and sonification techniques that are required have to be designed
to compensate for some of the missing visual cues. These differences in perception,
although resulting from missing pieces of information, yield to a new way of information
presentation that offers alternative ways to describe 3D virtual environments. Depending
on the task and area of application, the requirements therefore vary and are expressed
through the different sonification/interaction techniques and the alternative auditory
presentations used. Some of the basic techniques can also be applied and evaluated using
the sonification of 2D and 3D scientific data sets. The focus, however, lies on 3D auditory
spaces and a combination with concepts and techniques from 3D computer games to
define interactive 3D virtual/augmented auditory environments.

Based on this short analysis, the fundamental areas of this research can be identified as
the following five domains:

¢ Human-Computer Interaction (HCI),

* Auditory Displays,

¢ Audio and Acoustics,

¢ 3D Virtual and Augmented Environments, and

¢ Entertainment and Edutainment Applications (eg. Computer Games).

Each of these topics represents an individual research domain or area of application,
but combined, they shape the foundation of this research with 3D virtual auditory
environments at its center. Overlapping areas have to be identified and analyzed in order
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to successfully combine all topics and unify their strengths and advantages. So far, a clear
definition of 3D virtual auditory environments that integrates both virtual reality (VR)
and 3D auditory display systems is still not available, especially not from the perspectives
of entertainment and edutainment applications. Although the term is used and known, it
is employed in an ambiguous manner and defined from varying positions. Therefore, a
clear definition with respect to the above mentioned research domains is required. This
definition must also include 3D scene sonification and interaction techniques to convey
information of the virtual environment to the user, and to input user information into
the system. The goal of this thesis is to develop and establish 3D auditory environments
as an equal to visual environments. In the following, each of these five research domains
is shortly introduced and discussed in their own context, as well as in respect to their
possible contributions and potential for 3D virtual auditory environments.

HUMAN-COMPUTER-INTERACTION defines the upper layer of abstraction of this re-
search. It is the interdisciplinary study of interfaces and the interaction between
humans and machines, and is concerned with their design, implementation and
evaluation. With the focus on an auditory perception and communication, it is
used to study the acoustic conveyance and presentation of data and information. In
addition, HCI is also responsible for the design and development of efficient and
effective techniques for an intuitive interaction with 3D auditory spaces. The goal
will be the definition of building sets and guidelines, which allow a task-dependent
selection of suitable sonification and interaction techniques. Using software evalua-
tion techniques, these selections, as well as the prototypes developed, can later be
evaluated and their functionality be assessed. Further contributions are concerned
with the development of authoring and design guidelines to provide an adequate
balance between an applications function and its aesthetics in presentation.

AUDITORY DISPLAYS represent the closest area of related work and at the same time
provide the basic methods and technologies necessary to design and implement the
ideas of this research. Auditory displays are similar to visual displays in the respect
of displaying information, except that auditory displays are based on auditory
means and primitives to convey abstract information and data. Many of the thesis’
concepts and ideas are directly related to existing approaches emanating from
this area. The approaches developed within this thesis can therefore be very well
compared with related and existing concepts and techniques.

AUDIO AND ACOUSTICS are used in this research as the primary means of communica-
tion, and are therefore the focal point of all techniques, methods and applications
developed. As the acoustic perception of information is quite different to visual
seeing, a large portion of this research concentrates on an efficient presentation
using a non-realistic auditory design, ie. an auditory representation that deliber-
ately departs from a physically correct display and concentrates on a perceptual
presentation. A direct requirement for this task are efficient techniques for for a
high-quality acoustic rendering and 3D sound synthesis.

3D VIRTUAL AND AUGMENTED ENVIRONMENTS contribute both the platform and the
stage to this research. Virtual reality and 3D virtual/augmented environments are
very common in computer graphics, and therefore many of the visual display and
interaction designs available can be transferred into their auditory counterparts. The
challenge of this research is to map these concepts towards auditory presentations
and onto auditory primitives respectively. This requires rules and guidelines for
the mapping of abstract information, as well as suitable 3D spatial interaction
techniques for the design and authoring of 3D virtual auditory environments.



2.2 OBSERVATIONS

ENTERTAINMENT AND EDUTAINMENT APPLICATIONS serve as basis and test ground
for the majority of examples and implemented prototypes. Advantages of using
computer games are the great number of possible scenarios and a high suitability
to evaluate new and unconventional interface designs and interaction techniques.
Furthermore, computer games and edutainment applications can be used to assess
the quality of additional attributes, such as storytelling, narration and immersion. In
a future setting, the here developed concepts and techniques for an interaction with
auditory environments should be applicable to scenarios beyond entertainment and
edutainment as well.

This domain analysis and the classifications of the topic allow now a formulation of
the most important research questions and scientific objectives. With the focus on 3D
virtual auditory environments and the goal to provide techniques for an intuitive 3D
scene sonification and interaction, the two primary research objectives are:

¢ The analysis, survey and classification of 3D virtual auditory environments in terms
of presentation, realism, interaction and area of application, as well as

¢ The development of metrics and techniques to define and select suitable and task-
dependent 3D sonification and interaction techniques for the tasks of 3D scene
exploration, the conveyance of abstract object/scene information, as well as to
perform 3D spatial object/scene interactions.

A major challenge is the detailed analysis and comparison of visual and auditory
environments regarding the conveyance and representation of information, as well as the
development of methods for an audio-centered selection, object emphasis and scene/ob-
ject interaction. As both environments represent and display abstract information using
either visual and/or auditory means, several concepts from information visualization
might be applicable and transferable to the auditory realm as well. Problems will not
only arise due to the differences in perception, but also due to the different environments
that both senses describe. With this in mind, the secondary objectives for this research
are identified as:

¢ The analysis of audio in entertainment computing and in auditory displays.

¢ A detailed comparison of visual and auditory 3D environments with a focus on
presentation and interaction.

¢ The proposition of techniques and guidelines for the design of enhanced non-
realistic 3D virtual auditory environments.

¢ The design of 3D scene sonification and spatial interaction techniques, suitable for
an exploration and interaction within 3D virtual auditory environments.

* The conception of authoring techniques and guidelines for the design of 3D virtual
auditory environments.

* An evaluation regarding an applicability and implementation of 3D augmented
audio reality.

* The design and implementation of an interactive audio framework, applicable to
several different example scenarios and areas.
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RFT

Und der einzige freie
Platz in Ahlbeck, un-
ter der RFT-Saule, ist
meiner.

Figure 3: The auditory hedgehog: “And the only free place in Ahlbeck, under the RFT speaker,
was mine.” (Schmitt, 1968).

2.2 OBSERVATIONS

A major difference between an auditory and a visual perception of information is that
auditory information is constantly audible during the actual display. Unlike eyes, which
can be closed, every acoustic signal in the local environment that is audible will be audible.
This problem makes a close proximity installation of several auditory displays difficult if
the information is presented over a speaker array and not through headphones. Therefore,
the research in this thesis employs headphones as actual physical auditory display in
almost all examples.

The ever growing flow of noise and auditory output in our modern western civilization
serves as an unpleasant experience to more and more people. Schmitt, a cartoonist
born in the GDR, devised here several interesting ideas in his book “Cartoons in the
service of science”, which are not only applicable to sound and acoustics (Schmitt, 1968).
His auditory hedgehog bends sound waves into straight lines and is thereby creating a
silent spot for his own personal enjoyment, compare with Figure 3. Using modern noise
canceling headphones' and efficient acoustic insulations, this experience can be partially
recreated.

Aside this interesting direction of research, the following two sections focus more on
the objectives that were devised at the beginning of this chapter. A preliminary concept
for the research along with necessary procedures is formulated and later extended by
an initial requirements analysis that is concerned with an implementation of the above
objectives.

2.2.1 Procedures

With the analysis completed and the scientific goals identified, a first concept can be
drawn that summarizes the research and a realization of the envisioned objectives. But
first, the major research questions that are to be answered by this thesis are defined in
the form of hypotheses. The underlying theories will be examined in greater detail by

1 http://www.noisefreeheadphones.com/
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2.2 OBSERVATIONS

the individual chapters and are later evaluated and either confirmed or rejected at the
final discussions in Chapter 10.

The initial questions for the development of a first concept and approach towards 3D
virtual auditory environments are:

* What can be described with 3D virtual auditory environments, and what are the
possible applications?

e What level of realism is required and achievable?

¢ How important is 3D sound spatialization, and what are the individual perceivable
differences?

¢ What is the most intuitive way to acoustically display information, and how can
one interact with such an auditory environment?

e How can a real-world environment be combined with an artificial auditory space?

* What are the requirements for the design of 3D auditory environments, and where
are the limitations?

¢ How accurate is the human perception of 3D sound and environmental acoustics,
and what are the requirements for a realistic acoustic rendering and sound simula-
tion?

¢ How suitable are 3D auditory environments for gameplay, and what level of
immersion can be achieved?

Several steps are required to answer these questions. The first one is an extensive
analysis of existing and related work along with a detailed study of auditory perception
and acoustical effects. These results will allow a first approximation in the direction of
what can be achieved and how 3D virtual auditory environments have to be designed
and constructed for an effective and expressive auditory display of information.

The second step will involve a closer observation of 3D auditory environments in
order to derive suitable task-related sonification and interaction techniques. A possible
approach is here to employ a collection of generally suitable techniques and to use metrics
to decide upon and select appropriate methods of interaction that are consistent with
the sonification goal specified. Potential difficulties may arise from auditory perception,
insufficient sound rendering and synthesis techniques, as well as from problems of
mapping abstract information onto acoustic primitives for an auditory display. Depending
on their severity, more research has to be conducted in either of these areas to improve
the perception, sonification and interaction with 3D auditory environments.

In a third step, the idea of combining a virtual auditory environment with real sur-
roundings moves into focus. The question is here whether or not it is possible to project
a convincing artificial auditory environment onto an existing real one: enhancing and
augmenting a natural auditory environment through artificial sound signals. Several
ideas of promising applications are emerging and range from guiding systems for the
visually impaired to interactive systems for an auditory storytelling. As the direction of
research loosely points towards entertainment and edutainment applications, questions
regarding an auditory gameplay and the achievable degree of immersion arise. Due to
the missing visual cues, which are now substituted by the players own imagination, it can
be assumed that an audio-only presentation achieves a higher level of immersion. This
would make auditory environments very applicable for narration and adventure-based
computer games.

11
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Besides the development of prototypes and applications, it is also important to know the
limitations of 3D auditory environments and auditory displays. Therefore, an additional
emphasis lies on devising rules and guidelines for an authoring and design of interactive
3D virtual/augmented auditory environments.

2.2.2  Requirements

In order to attain the above objectives and to answer the research questions described,
several requirements have to be fulfilled. The initial comparison of visual and auditory
presentations includes a review of related work and similar approaches, but also the
conception of small prototypes for a more detailed study of auditory perception. These
prototypes are integrated into a more sophisticated audio framework, which will be
utilized throughout the research for the evaluation of the proposed concepts and ideas.
This framework might also be used for creating prototypic applications, but its main
task is to evaluate specific sonification and interaction methods for the design of a task-
dependent construction kit. Such a framework can be designed analogously to the layout
of computer game engines, which support a visual and auditory display of information,
as well as an interaction with 3D virtual environments. With the focus on 3D virtual
auditory environments, a first estimate of the requirements is:

* A 3D polygon-based scene management system which supports collision detection,

¢ Highly efficient and accurate 3D sound rendering and room acoustic simulation
techniques, as well as

* Several possibilities to implement 3D interaction paradigms, such as exploration,
orientation and navigation, and 3D object/scene interactions.

An initial design approach that can be employed for the first evaluations and test
scenarios can be developed using standard APIs and libraries, such as OpenGL, OpenSG,
OpenAL and DirectX. This prototype can later be extended to support more advanced
3D spatial interaction techniques using 3D user tracking hardware. Another interesting
possibility emerges with the replacement of the standard sound rendering API (eg.
OpenAL), which can be substituted through a dedicated system that supports a higher
accuracy and efficiency. This discussion of a requirements analysis is continued in later
chapters, which explicitly concentrate on system design and implementation.

All of the research questions and objectives discussed are further examined and studied
in their respective chapters. The next section provides an overview of the structure of the
thesis, as well as a summary of each chapter.

2.3 THESIS OUTLINE

The thesis is organized and structured into 10 chapters, of which the first chapters are
of more introductory nature and lay a foundation for the coming design of 3D virtual
auditory environments. Code examples and implementation details can be found in
Appendix A, but are also integrated within the algorithmic discussions of the respective
chapters. Specific examples and results are discussed throughout the thesis, but are
additionally summarized in Chapter 9 and Appendix C. Chapter 9 provides additional
details and examines several prototypic implementations and case studies from a chapter-
overlapping perspective.
The thesis is organized as follows:



2.3 THESIS OUTLINE

FUNDAMENTALS — Chapter 3 and Chapter 4 illustrate and discuss the fundamentals
of this thesis, as well as examine related work and similar systems. Chapter 3
concentrates on the fundamentals by introducing important concepts, terminologies
and applications, along with the necessary details of auditory perception and sound
signal processing. The goal is to familiarize the reader not only with physiological
and psychological, but also with important technical aspects of sound perception
and rendering. The chapter concludes with a discussion of audio in entertainment
computing and examines several existing applications.

AUDITORY DISPLAY — After the discussion of basic fundamentals, Chapter 4 concen-
trates on the application’s side and analyzes 2D and 3D auditory display systems
and sonification techniques. The chapter examines existing concepts and imple-
mentations, with a focus on an intuitive and efficient sonification of information.
The chapter also discusses issues and open problems of an auditory user interface
(AUI) design, as well as provides a general overview on the subject of auditory
presentation and display using several examples.

AUDITORY ENVIRONMENTS — The following Chapter 5 through Chapter 8 contain the
main contributions of this research. Chapter 5 starts here with a discussion of 3D
virtual auditory environments. After an abstract definition of virtual reality and
3D auditory environments, the chapter concentrates on an intuitive auditory scene
design and develops the concept of a non-realistic auditory scene presentation.
Using this approach, the remaining sections discuss and implement techniques for
2D/3D data and 3D scene sonification, as well as develop intuitive methods for 3D
spatial interaction. The chapter concludes with a discussion and the design of an
audio framework that allows an implementation and evaluation of the described
concepts.

AUGMENTED AUDIO — Chapter 6 directly connects to Chapter 5 and extends the frame-
work developed towards an augmented and mixed reality design. In this chapter, a
low-cost augmented audio reality system is described and developed, and applica-
tions that combine a real-world environment with an artificial auditory scene are
discussed. Although augmented audio reality possesses many advantages and pos-
sibilities, it also exhibits several difficulties that are addressed within this chapter.
This includes an extension of the previously devised sonification and interaction
techniques, as well as the development of efficient methods for user tracking and
positioning. In alliance with Chapter 5, the last section extends the existing audio
framework and discusses possible applications for augmented audio reality.

AUTHORING AND DESIGN — While the two previous Chapter 5 and Chapter 6 were
more concerned with an implementation of 3D virtual/augmented auditory en-
vironments, Chapter 7 provides a closer look regarding issues of authoring and
design. As the auditory channel has a small bandwidth and information can only
be perceived in a serial manner, these issues are of high importance. The chapter
therefore concentrates on the development of rules and guidelines for the various
authoring tasks, and also devises an authoring environment that implements these
concepts exemplarily.

ACOUSTIC RENDERING — Chapter 8 is motivated through the special requirements
for the design of auditory environments as discussed in Chapter 5 and Chapter 6.
Chapter 8 discusses and implements efficient and accurate techniques for an acoustic
rendering of 3D spatial auditory environments. After a short introduction of the
subject, several techniques for the spatialization of monaural sounds, as well as
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for the simulation of room acoustics are explained. Due to several qualitative and
quantitative requirements, an efficient implementation of these techniques using
computer graphics and graphics hardware is provided, as well as compared with
state-of-the-art implementations. The chapter concludes with the discussion of a
sound engine that not only exploits computer graphics hardware, but also transfers
graphics-based designs towards 3D acoustics and 3D sound simulations.

CASE STUDIES — Several examples and results are discussed throughout their respective

thesis chapters. Chapter 9 summarizes the majority of these implementations and
presents applications and case studies from a broader perspective. The majority of
applications and examples that are discussed within this chapter were examined
and evaluated through user studies. Their results are discussed individually for each
area of application. The chapter focusses especially on the evaluation of sonification
and interaction techniques for 3D auditory scenes, but also discusses 2D /3D data
sonification, audio-only computer games, augmented audio reality applications and
interactive audiobooks. The chapter concludes with an additional analysis of the
sound rendering techniques developed in Chapter 8, and summarizes the results
from all applications.

CONCLUDING REMARKS — Finally, the thesis is summarized and conclusions are drawn

in Chapter 10. The initial goals are compared with the results achieved, and
propositions are developed to describe the essence of this research. The chapter
also discusses ideas and possibilities for future improvements that could not be
addressed in this thesis.

APPENDICES — Succeeding the chapters of this thesis are three appendices, which

provide additional code examples (Appendix A), discuss the user studies and
evaluations in greater detail (Appendix B), as well as list and describe the examples
contained on the accompanying DVD (Appendix C).



Although all knowledge begins with

experience, it does not all arise from

experience. — Immanuel Kant
FUNDAMENTALS

ERCEPTION describes the human process of acquisition, selection and interpretation

of sensory information. The five human senses are Sight, Hearing, Touch, Smell and
Taste, which are, although not of equal, but all of high importance (Goldstein, 2007). The
knowledge we possess, which enables us to interact with our environment is entirely
based on personal sensory experiences. However, one will never know how well the
human perception corresponds to reality itself.

The main focus in this thesis lies on auditory perception and the display of information
using primarily sound and acoustics. Therefore, this chapter serves as an introduction
to this topic and discusses necessary and important concepts and terminologies. It
starts with an examination of common data and information visualization techniques
with the goal of deriving essential paradigms that can be adopted and employed in an
auditory information display as well. Following this, the chapter discusses fundamentals
of auditory perception and psychoacoustics, as well as provides a short overview of sound
rendering and the principles of physical sound propagation. The chapter concludes with
an analysis of sound employed in entertainment computing and discusses audio-only
computer games, edutainment examples, as well as audiobooks and radio plays.

3.1 INFORMATION ANALYSIS AND DISPLAY

Using our five senses we constantly analyze our local surroundings and evaluate the
data we perceive. Most of this analysis is performed subconsciously, in which only
important information attracts our interest and reaches our awareness (Goldstein, 2007;
Matlin, 1987). Importance is here defined through the context in which the information is
acquired, as well as through previous encounters of the same stimulus. The overlap of
several modalities (senses) thereby increases the importance and allows a more detailed
analysis of the occurring event. If an interesting stimulus reaches our awareness, for
example we hear a car, other senses are also directed to the same stimulus to gather
more, and possibly different, information (Goldstein, 2007; Begault, 1994). In this example
we would turn our head to identify an approaching car and stop at the sidewalk. This
perception of information has evolved over a long period of time, and can, if the processes
of perception are well understood, also serve an analysis and exploration of abstract
scientific data sets and information.

Information analysis and visualization are both an essential part of modern life. We
encounter it in our daily routines by interpreting weather maps and stock market data,
as well as by exploring our favorite news website or the local computer hard drive. In all
cases, the underlying abstract information is transformed into pictures that engage our
visual system for interpretation (Schroeder et al., 2004; Schumann and Miiller, 2000). As
a result, we perceive an understanding of the information and can act accordingly, eg.
bring an umbrella if the weather map shows rain. The majority of information is thereby
presented visually, although, and due to the raising flow of available information, the
use of other modalities, such as hearing and haptics, is increasing as well.

With this research’s focus on auditory techniques for the representation of data and
abstract information, the following two sections assess the possibilities to adopt methods
from scientific visualization and a graphics-based 3D interaction towards an acoustic
sonification that is combined with a 3D spatial audio-centered interaction.

15
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3.1.1  Visualization and Information Presentation

The visualization of data and information has various applications and is used in many
areas with an increasing deployment. The goal for using visualizations is the analysis,
understanding and communication of models, concepts and data (Globus and Raible,
1992; Schumann and Miiller, 2000). The employed visualization pipeline is thereby always
the same and independent from the data and the visualization goal, see Figure 4. At the
beginning it starts with raw data, which is often transformed in a second step to extract
the important — sometimes hidden — information. For this step, techniques from the areas
of data mining and/or signal/image processing are often employed. The third step is of
high importance and involves the mapping of abstract data values onto visual geometric
primitives. These objects are rendered and displayed in the last and final step. Figure 5
shows a selection of common visualization techniques, in which the same information is
displayed using different primitives. The pipeline that is shown in Figure 4 can — with
adaptations — directly be transferred and applied to a sonification of data as well, see
here also Chapter 4. The most important difference is the mapping of data onto acoustic
primitives, such as loudness, pitch and frequency, and the final auditory display of this

information.
[ Data H Transform H Map H Display ]

Figure 4: Visualization Pipeline.

One of the critical and often most difficult steps in the visualization pipeline is the
extraction of important information. Smith et al. describe it as to

“find signatures in the data, features or set of features that ‘pop out” as a result of a
precognitive processing.” (Smith et al., 1992)

This data extraction must be performed in a way that no ambiguities and no additional
information is added. Schumann and Miiller define here three basic rules that have to be
obeyed: expressiveness, efficiency/effectiveness and adequacy (Schumann and Miiller, 2000).
Expressiveness refers to an unaltered representation of the underlying information — the
content, while efficiency and effectiveness are a measure of how good the information
is mapped through geometric primitives and how well the visual system is supported.
Adequacy describes a cost-benefit ratio and is a measure of how intuitive a visualization
is. As with the visualization pipeline, also these rules directly apply to sonification and
to an acoustic presentation of data and information.

Figure 5 shows three examples of the most commonly used 3D data visualization
techniques (Rober, 2000; Tory et al., 2001). It shows time frames of a dynamic SPECT data
set of a human kidney and ureter, and displays the washout of previously injected radio-
pharmaceuticals. The data is visualized using volume rendering (Figure 5a), 3D glyphs
(Figure 5b) and as a 3D hedgehog display using line segments (Figure 5c) (Schroeder
et al., 2004; Kitware Inc., 2008). While the first example only shows the concentration
of the radiopharmaceuticals, the second and third visualization also show directional
information of the flow and the speed of the washout. All examples additionally display
contextual information by showing the kidneys/ureter structure and position (wireframe),
an important concept that allows an easier perception and correlation of the data.

While the examples in Figure 5 clearly display the information contained, a multi-
modal, or audio/visual representation and exploration of the data might improve the
understanding and the efficiency of the perception. Rossiter and Ng developed a system
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(a) Volume Rendering. (b) Flow Visualization (Glyphs). (c) Flow Visualization (Lines).

Figure 5: 3D Visualization Examples.

that traverses a volumetric data set and assigns, after a prior classification, all data values
a certain musical instrument with an according fundamental frequency and amplitude
(Rossiter and Ng, 1996). On this basis, the system can be used for an audio/visual explo-
ration of a volume data set, in which sound is employed as an additional classification
hint. Later, Amandusson extended the VTK by basic sonification techniques that allow
such a multi-modal presentation of certain data sets using computer graphics and an
accompanying auditory sonification (Amandusson, 2003; Schroeder et al., 2004; Kitware
Inc., 2008). These examples display some of the possibilities of an acoustically enhanced
visualization system, to which we will refer in more detail in Chapter 5.

3.1.2  Human-Computer Interface Design

Without a proper interface and suitable techniques for interaction and exploration, the
visualization methods discussed in the last section are only half as conclusive. Human-
Computer Interface (HCI) is the study of the interface and the interaction between users and
a computer system. As the applicability of HCI is very broad and an in-depth discussion
beyond the scope of this thesis, this section introduces only basic concepts for 3D displays
and presentations, as well as for spatial interactions with 3D data sets and within 3D
virtual environments.

Raskin complains that both, HCI and interface design are too often reduced of being
only the interaction with a window system, but:

“the way you accomplish tasks with a product, what you do and how it responds —
that’s the interface.” (Raskin, 2000)

Several guidelines for designing 3D user interfaces are available in the literature and
shall here only be reviewed briefly (Shneiderman, 2004; Faulkner, 1998). Most systems
and design philosophies focus on a user-centered design and identify the user as the
main element after which everything else is arranged. Designers compile the needs,
limitations and goals of the user and create an interface that addresses these elements.
Several compilations with principles for an efficient user interface design exist, and are
based on perceptual, mental model, attention and memory based guidelines (Tidwell,
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(@) 3D CAVE Display with spatial Interac- (b)Volumetric Display with Gesture Interaction (Gross-
tion* (Ascension Technology, 2007). man et al., 2004, 2007).

Figure 6: 3D Display and Interaction Examples

1999; Wickens et al., 2003). Specifically important for the design of a user interface are:
Tolerance, Simplicity, Visibility/Hearability, Affordance, Consistency, Structure and Feedback
(Tidwell, 1999).

Besides these seven elements for an efficient and intuitive interface design are additional
requirements based on application and interaction-dependent needs. Figure 6 shows
two examples of 3D displays that allow real 3D spatial interactions. Figure 6a shows a
CAVE environment with a six degree-of-freedom (DOF) tracking equipment (Ascension
Technology, 2007), while Figure 6b visualizes a gesture-based interaction system with a
3D volumetric display (Grossman et al., 2004, 2007). Both applications require a different
design and different techniques for the user interaction. The user in the CAVE system
(Figure 6a) is inside the visualization, while the user of the volumetric display controls
the application from the outside. The interaction with an application is often one of the
key elements that decide whether or not an application is successful. Crawford stated in
terms of interaction that

“the term interactivity is overused and underunderstood.” (Crawford, 2002)

Crawford defines interaction as the listen, speak, act interaction loop, which centers the
user in the focus of the application and the interface design (Crawford, 2002). Important
for Crawford thereby is that the user receives enough feedback from the system at an
interactive rate. This update rate varies depending on the type of application, and is for 3D
environments and a graphics-based visualization specified as being equal or preferably
above 15Hz (Shneiderman, 2004; Crawford, 2002)

The interaction in this research is centered around an analysis of 3D data sets and
an exploration of 3D virtual environments. For the performance of these tasks, three
viewpoint-metaphors have evolved which support different analysis approaches: scene-in-
hand, eyeball-in-hand, and flying-vehicle-control (Ware and Osborne, 1990). In the form of
listening-metaphors, eg. ear-in-hand, these techniques can directly be applied and used for
an auditory sonification of data (Stockmann, 2008). For user interaction and the input
of information often specialized 3D tracking equipment (Ascension Technology, 2007)
and other 3D technology is used. These devices provide up to six degree-of-freedom and
allow an implementation of real 3D interaction metaphors, including 3D gestures and
the design of 3D user interfaces (Hand, 1997; Dachselt and Hinz, 2005). The design of
such 3D user interfaces and spatial interactions is often based on 3D widgets that are

1 Image courtesy of Schlumberger and Norsk Hydro
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centered around the user and which mimic real-world interactions and behavior (Hand,
1997; Dachselt and Hinz, 2005).

As evident from the last two sections, the basic principles and design rules that apply
to 3D visualizations and 3D visual user interfaces, are both — nearly directly — applicable
to data sonification and auditory displays as well. Following chapters will continue these
discussions and develop, based on these rules, dedicated spatial sonification and interac-
tion techniques for an exploration of 3D virtual/augmented auditory environments.

3.2 AUDITORY PERCEPTION AND PSYCHOACOUSTICS

The acoustic perception and classification of our environment differs — beyond doubt —
from seeing and the information gathered through our visual senses. In certain cases,
for instance a moving car, both environments overlap and display the same information,
but with different impressions. In most cases, however, the visual and the auditory
information perceived are disjunct. However, in the form of synesthesia, an acoustic
sensation can also be experienced as color and vice versa (Goldstein, 2007). Auditory
perception offers a very broad spectrum that ranges from the listening of sounds and
noises to the cognition of speech and music. With this thesis research focussing on an
auditory representation of abstract data and information, it is imperative to understand
the processes of listening and auditory perception, as well as to identify the challenges
in the design of an auditory display. This section provides the fundamental details that
are required for the later discussions on 2D/3D data sonification and the design of 3D
virtual/augmented auditory environments (Warren, 1999).

3.2.1  The auditory System

The physical definition of sound describes it as mechanical wave of pressure variations
that propagates through matter and participating media. These pressure variations are
sensed by the ear, which transmits the frequencies and amplitudes perceived for an inter-
pretation in the brain (Goldstein, 2007;
Matlin, 1987). A human listener is able to .
Ossicles
perceive frequencies ranging from about \_
20Hz to 20kHz with an intensity range \
of 120dB, eg. from the rustling of leaves
to a starting aircraft. Loudness is thereby
frequency-dependent, in which we per-
ceive lower frequencies with a given am- \
Outer Ear

Cochlea

.

Inner Ear

=
O)
N
plitude louder than higher frequencies of
the same amplification.
Figure 7 shows a cross section of a hu-
man ear with its outer, middle and inner Figure 7: The Human Ear?.
parts. The outer ear consists of the pinna,
the ear canal and the eardrum, which protects the fine and very sensitive parts of the
middle and inner ear. The ear canal enhances frequencies between 2,000Hz and 4,000Hz
due to resonance effects, and is, together with the shape of the pinna, responsible for
3D sound perception. The middle ear is the small room between the eardrum and the
inner ear. It contains the auditory ossicles: hammer, anvil and stirrup, which transmit and
further amplify the sound waves perceived. The inner ear is filled with a viscous fluid
and transmits the vibrations from the occicles to the cochlea. The recepting organ that

2 http://www.health.state.ny.us/nysdoh/antibiotic/4815.htm
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Figure 8: Visual vs. auditory Scene Presentation (Syberia (Microids, 2003))

is responsible for the actual hearing is the Organ of Corti. It runs through the center of
the cochlea duct and consists of many thousand stereocilia (hair cells). As the ossicles
transmit the vibrations to the fluid, the cochlea duct is set to vibrate at the same fre-
quency, and with it the Organ of Corti. These vibrations excite the stereocilia, which itself
convert and transmit them to the listening nerves. These impulses are transmitted to the
brain and analyzed in the listening center. Additionally, the inner ear also contains the
vestibular apparatus, the organ of balance, refer to Figure 7.

3.2.2  Perception and Psychoacoustics

Hearing and auditory perception is much more complex than just the interpretation
of different frequencies and amplitudes. Through the analysis of raw sound data, the
human brain is able to identify sounds and noises, as well as to understand speech and
to appreciate the sound and rhythm of music. Additionally, all sounds are perceived
in 3D with a respective position and distance relative to the listener. This allows the
creation of a mental model of the local auditory environment. The process in which
these auditory signals are divided and classified into perceptual components is called
auditory scene analysis (Bregman, 1990). Bregman describes this analysis analog to seeing,
in which distinct auditory events are identified and classified similar to visible objects.
These acoustic events are grouped and positioned and represent elements of the auditory
scene. This auditory scene usually differs from the perceived visual information, as we
also receive auditory signals from objects behind ourselves and from objects that are
hidden and not visually observable. Figure 8 displays a comparison of a visual and an
auditory scene representation, in which Figure 8b labels the most important information
and shows how this data can be communicated by using auditory means.

The human brain is thereby able to identify several psychoacoustic parameters, such
as loudness, pitch and harmonics, with their respective physical correspondent, eg.
loudness/amplitude, pitch/frequency. Interesting to note is that auditory signals are
processed faster and are also easier to detect than visual signals (Wenzel, 1992).

Psychoacoustics

Psychoacoustics is an area of research that connects human listening experiences with
physical parameters of sound wave propagation. Listening is defined as being either
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analytic or synthetic. Analytic listening concentrates on a certain part and can also be
described as an active listening, while synthetic listening describes the perception of the
whole and can be defined as a passive listening (Williams). An example is the well known
Cocktail Party Effect, in which one notifies the own name in a different conversation,
even though one was not paying direct attention. A similar example that is based on
psychoacoustics is the MP3 music format. It compresses music using perceptual models
to discard and reduce parts and pieces of information that are less or not audible by
human listeners.

Similar to optical illusions, also auditory illusions exist and have to be carefully studied
in order to avoid, or eventually exploit these illusions within information and data
sonification techniques. Analog to visual perception, this is also known as Auditory
Gestalt and is further discussed in Section 4.2. Besides the more familiar Doppler effect,
several other auditory illusions and effects exist (Deutsch, 1995/2003; New Scientist,
2008). Examples are an auditory masking effects, but also auditory grouping and scale
illusions, listen to the sound examples on the right (Deutsch, 1995/2003). In all cases,
the brain adds missing information and interprets the sounds differently. Therefore, these
illusions have to be accounted for in the design of sonification techniques and in the
development of auditory icons and earcons (Kramer, 1994).

An interesting side note is the area of brain entrainment, in which binaural beats are
used to deliberately induce auditory processing artifacts to create a physical stimuli
within the brain (Lane et al., 1998). Brain entrainment is said to help synchronize the two
hemispheres of the brain using binaural beats. Listen to the example on the right for a
short relaxation. The effect was originally discovered in 1839 by Heinrich Dove, who
described interference beats created by two tones played separately with slightly different
frequencies applied to each ear (Dove et al., 1842).

3D Sound Localization and Environmental Perception

The acoustically most interesting point in the development of 3D virtual auditory envi-
ronments is the human capability of deriving directional and environmental information
from perceived sounds (Goldstein, 2007; Vorldnder, 2007). Humans perceive relatively
precisely the location and the distance of a sound source, as well as information about its
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local surroundings. The smallest audible angle is in the front around the median plane.
Depending on the frequency range, this angle varies between one minute to one degree,
but increases away from the median plane towards the back of the head (Warren, 1999).
The perception of environmental information is facilitated through echo and reverbera-
tion effects, which not only allow a classification of the environment, but also to derive
information about the materials and the location of obstacles and walls (Goldstein, 2007;
Everest, 2001).

The perception of 3D sound is based on three listening cues: temporal, intensity and
spectral differences that are perceived differently in each ear (Goldstein, 2007; Everest,
1994; Vorldnder, 2007). As sound propagates from the source to the listener’s ear, it
is changed and transformed by the lister’s body, head and outer ear (pinna). These
effects can be described and measured using a so called Head-related Transfer Function
(HRTF). A measured HRTF enables one to synthesize a binaural signal from a monaural
sound to recreate a virtual 3D sound source. Figure g visualizes the principles of HRTF
measurement and the synthesis of 3D sound. HRTFs are a function of distance, direction
and frequency, and, unfortunately, strongly listener dependent. Available generalized
HRTFs often cause ambiguities in source localization, especially with elevation and
front/back confusions (Hofman et al., 1998; Richardson and Kaiwi, 2002). The acoustic
community therefore researches for methods and techniques to individualize HRTFs for
a more precise and listener-dependent 3D sound synthesis. Personalized HRTFs would
be a great help in many situations, especially in the areas of audio-only and augmented
audio reality application (Rober and Masuch, 2005b; Rober et al., 2006a).

Besides directional information of sound source locations, the listener also receives
environmental clues that allow him to evaluate the local environment and the mater-
ial it is composed off. Figure 8 shows a comparison of a visual and an auditory scene
representation of the 3D adventure game Syberia (Microids, 2003). The auditory scene
representation (Figure 8b) contains a description of what information must be audible in
order to receive sufficient information to perform navigation and orientation tasks. The
sonification of this scene contains additional (artificial) auditory elements that aid to the
user’s orientation, exploration and navigation, see also Chapter 5. The included environ-
mental details provide the necessary references to determine the listener’s position, as
well as to localize the 3D sound sources.

The advantages of using a spatialized acoustic representation are an enhanced sit-
uational awareness in a 3D scene that not only improves the understanding of the
environment, but also enhances the interaction with the objects therein. Together with
other modalities, eg. in an audio/visual representation such as in a 3D computer game,
3D sound reinforces the perceived visual information and delivers additional clues about
the the game:

“Immersive audio means better gameplay. (...) aural cues are just as important as
visual ones.” (CNET.COM, 2005)

For the sonification of 2D and 3D data sets, spatialized sounds enhance the stream
segregation and allow a finer separation of data points, eg. to increase the resolution of
the auditory display (Kramer, 1994).

3.2.3 Speech Perception

Sonification and auditory displays operate from their definition on the basis of non-
speech sounds. Speech is, on the other hand, a very direct way of communicating content
and ideas, and in places difficult to substitute by other acoustic primitives. Some parts in
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Figure 10: Speech Spectrogram “This is a Speech Test!”.

this research explore the possibilities of integrating speech recognition and synthesis into
the display of virtual auditory environments. As both, speech recognition and synthesis,
still have its difficulties, this section introduces the general concepts of human speech
perception, as well as provides a short overview of the current technical possibilities.

The perception of speech is based on the perception of acoustic cues. These cues
differentiate speech sounds and classify them into several phonetic categories. Phonemes
are the smallest units of sound and language, and describe small speech fragments, such
as /a/ or /t/ (Goldstein, 2007). The perception of these phonemes is based on formants,
which can be described as peaks in the frequency spectrum and are caused by acoustic
resonance effects. An example can be seen in Figure 10, which shows the spectrogram of
the sentence “This is a Speech Test!”. Modern speech recognition and also speech synthesis
applications are based on these formants and phonemes. As the voice of each speaker
varies not only in pitch, but also in the pronunciation of certain words, these systems
still have to be trained by the speakers voice which makes an easy and straightforward
application still difficult (Wendemuth et al., 2004).

Speech recognition and synthesis are currently employed in several scenarios, and as
research progresses, future applications and interfaces may entirely be based on speech.
Common applications that rely on a speech interface include computer games — not only —
for the visually impaired (Malyszczyk and Mewes, 2005; Kehoe and Pitt, 2006; Atkinson
and Gucukoglu, 2008) and professional dictation software3.

3.3 SOUND RENDERING AND PHYSICAL ACOUSTICS

With the fundamentals of psychoacoustic perception discussed in the last section, the
reproduction, synthesis and rendering of virtual 3D sound sources moves into focus. The
techniques therefor are as important for auditory displays and 3D auditory environments
as computer graphics and rendering are for 3D visualizations and visual displays. This
section, however, only lists the basic and most fundamental concepts, but provides
additional references for further discussions (Smith, 1997; Zolzer, 2002; Rocchesso, 2003).

3 Dragon Naturally Speaking http://www.nuance.com/naturallyspeaking/
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(a) Wave at t = 50. (b) Wave at t = 100. (c) Wave at t = 150. (d) Wave at t = 200. (e) Wave at t = 250.

Figure 11: Propagation of Sound Waves.

Important for an effective display of 3D virtual auditory environments are techniques
for 3D sound spatialization and for the simulation of environmental/room acoustics. As
these techniques are — with limitations — already available in existing APISs, the follow-
ing sections provide and discuss implementation details, but also reference additional
approaches that permit a higher quality and more accurate 3D sound rendering and
acoustic simulation, refer also to Chapter 8.

3.3.1 Physical Acoustics

Sound is the propagation of pressure variations that travel through a participating
media, and characterized by physical parameters such as frequency, wavelength, period,
amplitude, intensity, speed and the direction of propagation. Frequency f describes the
cycles per second (Hz) and refers also to the wavelength A = ]T The wavelength of
sounds that are perceivable by humans ranges from ~ 17m at 20Hz down to ~ 1.7cm at
20kHz. The speed of propagation is dependent on the participating media and averages
in air at room temperature to ¢ ~ 3437*. As sound waves propagate through a room,
they interact with the medium of transportation, as well as with obstacles and objects
within. Sound energy is thereby partially absorbed, reflected, refracted, diffracted and
scattered (Kuttruff, 2000; Zo6lzer, 2002). Figure 11 visualizes the propagation of sound
waves in 2D (single sine pulse) and exhibits several wave-based propagation effects, such
as reflections, interference and diffraction.

A physically correct simulation of sound wave propagation along with object inter-
actions is a very difficult and computationally intensive task, and an area with a high
priority of research (Zolzer, 2002). Although the sound spatialization and acoustic simu-
lation techniques used for the display of 3D auditory environments are required to be of
high accuracy, a physically correct model is not necessary. On the contrary, several effects
have to be enhanced (for instance the Doppler), while others can be omitted. Section 5.2
continues this discussion in the design of display techniques that focus on a perceptual,
rather a physically correct model.

3.3.2  Sound Signal Processing

Digital sound signal processing is concerned with the filtering and modification of
digital sound signals and defines a fundamental basis for this research. It spans from the
acquisition of sound data (sampling), over filtering and processing, towards the synthesis
of digital sound signals and sound playback. Figure 12 Visualizes this pipeline using a
filter that simply reduces the input signals amplitude by . The four diagrams at the
bottom show the sampling of the data with a continuous representatlon for the analog
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Figure 12: Sound Signal Processing (Zolzer, 2002).

parts (left and right), and a discrete representation through the digital signal processing
(middle) (Smith, 1997; Zolzer, 2002; Rocchesso, 2003).

Most of the signal processing that is required for this research, eg. for 3D sound
rendering and filtering, is already implemented and available within APIs such as
OpenAL/EFX, Microsoft DirectX Sound, AM3D and FMOD (Boer, 2002b; Firelight
Technologies Pty, Ltd, 2001-2008; AM3D A/S, 2008). However, during the research for
this thesis and the evaluation of the developed prototypes, an insufficiency in the existing
sound APIs has emerged. The implementations therein are partially based on very simple,
if not crude, approximations of the real-world acoustics (Hiebert, 2006; Peacock et al.,
2006).

3.3.3 Sound Rendering and Audio Hardware

The PC was originally designed as a machine for office work, and the demands for sound
rendering and the playback of music were rather small. The computer was equipped
with a small speaker that could only produce beeps of different length and frequency.
But with the introduction of the first computer games, the requirements for quality audio
increased. The first PC sound cards available were developed by AdLib Inc. in 1987 and
by Creative Labs in 1989 (Zander, 1995). These addon cards dramatically extended the
PCs acoustic capabilities and supported a development in the direction of a multimedia
system that was used for computer gaming, as well as for sound editing and music
production (Zander, 1995).

Current PC sound hardware is available in a large variety, and ranges from sound
cards for computer games to professional audio hardware for music production. Some of
this hardware is even equipped with a programmable DSP4, but not to the extend of free
programmable graphics hardware. Today’s sound cards are capable of a multi-channel
sound output, sound spatialization using on-board HRTF filters, MIDI output for music
synthesis, as well as possess large capacities for sound signal processing. However, in
respect to realistic 3D sound spatializations and simulations of environmental acoustics,
large deficiencies still exist. Creative’s flagship with the XFi processor at its core still

4 DSP - Digital Signal Processor
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uses the same approximations and HRTF filters as its predecessor (Creative Labs, 2005;
Ramelet, 2000b). In 1999 /2000 Aureal Semiconductor designed the SQ3500 and developed
several ingenious concepts, including a technique called Wavetracing that permitted a
much more realistic simulation of room acoustics using real room geometry (Aureal,
2000; Ramelet, 2000a). Unfortunately, Aureal did not endure a patent related lawsuit,
leaving Creative Labs as the monopolist in this sector (Gasior, 1999).

Dedicated and partially programable DSP sound hardware already exists, but is, how-
ever, limited and only available to music artists and composers. Available PC sound
hardware is still rather fixed in its functionality and signal processing pipeline. An
onboard and free programmable DSP pipeline would clearly enhance the current possi-
bilities for sound rendering and acoustic simulation. In a near future, a similar process
as with the evolution of programmable graphics hardware might be observed with the
development of PC sound hardware.

Implementation

Several libraries are available for an implementation of virtual sound and acoustics (Boer,
2002b; Firelight Technologies Pty, Ltd, 2001-2008; AM3D A/S, 2008; Hiebert, 2006; SDL,
2008). Most of these APIs support the rendering of 3D sound sources, while only a few
are able to emulate room acoustics as well. An audio API that is employed in many com-

#include"al.h"
#include"alc.h"

Device = alcOpenDevice(NULL); // Initialization
if (Device) {

Context = alcCreateContext(Device, NULL);

alcMakeContextCurrent(Context);

}

alGenBuffers (NUM_BUFFERS, g_Buffers); // Generate Buffer
loadWAVFile("test.wav", &format,&data,&size,&freq,&loop); // Load test.wav
alBufferData(g_Buffers[0], format, data, size, freq); // Copy Data
alGenSources (1, source); // Generate Source
alSourcei(source[0], AL_BUFFER, g_Buffers[0]); // Attach Buffer
ALfloat source@Position[]={ 2.0, 0.0,-2.0}; // Source Position
ALfloat source0®Velocity[]={ 2.0, 0.0,-2.0}; // Source Velocity
alSourcef(source[0], AL_PITCH, 1.0f); // Adjust Parameters

alSourcef(source[0], AL _GAIN, 1.0f);
alSourcefv(source[0], AL_POSITION, source@Position);
alSourcefv(source[0], AL_VELOCITY, source®Velocity);
alSourcei(source[0], AL_LOOPING, AL_FALSE);

allistenerfv(AL_POSITION, listenerPosition); // Listener Position
allListenerfv(AL_VELOCITY, listenerVelocity); // Listener Velocity
allListenerfv(AL_ORIENTATION, listenerOrientation); // Listener Orientation
alSourcePlay(source[0]); // Start Playback

L

Listing 3.1: Basic OpenAL Example.
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puter games and multimedia applications is OpenAL (OpenAL, 2008). OpenAL, although
a free library, is supported and developed by Creative Labs, and able to spatialize
monaural sound sources, as well as to emulate room acoustics using low-pass filtering
and mixing techniques (Hiebert, 2006; Peacock et al., 2006).

Listing 3.1 shows a minimalist example for creating 3D sound sources using OpenAL
(Hiebert, 2006; Peacock et al., 2006). The example code of other libraries is very similar
and shows a strong relation to OpenGL and other graphics APIs. This makes OpenAL
not only very easy and convenient to use, but also allows the utilization of a visual
scenegraph system for scene and contend management. The example in Listing 3.1 shows
on line 4 the initialization of OpenAL, and on lines 10-15 the creation of a 3D sound
source. The source is assigned a position along other parameters in lines 17-24 and the
playback is started on line 30. Despite the discussed limitations, OpenAL was used in
many examples and prototypes in this research. However, additional research was also
conducted to improve the rendering of 3D sounds and the simulation of room acoustics.

3.4 AUDIO IN ENTERTAINMENT COMPUTING

Apart the abstract discussions on implementation details in the last section, this part
describes the employment of audio in entertainment computing, and thereby directly
concentrates on the application and use of sound and music. While the first computer
games were played solely without sound, soon audio/visual computer games were
developed for arcade game machines, consoles and the Amiga and Commodore home
computers. Later, with the introduction of PC sound hardware, also the PC game market
accelerated (Zander, 1995; Boer, 2002b). However, for several years the importance of
sound and acoustics stood in the shadow of fast evolving computer graphics, until a
few years ago sound hardware also emerged into the 3D realm (Ramelet, 2000a,b; Boer,
2002b). Today, game players and developer are both aware of the importance of sound.
George Lukas, best known to the public as a movie director and creator of stunning
visual effects, stated once that:

“...sound is 50% of a movie experience.” (THX Consortium, 2000)

The same can be applied to computer games and other forms of interactive narration.
The music of several of today’s games is specially created by well known artists and
composers and released as additional soundtrack on CDs and DVDs.

Sound and music are both often used to create ambience and to express emotions,
a quality that virtual environments, such as computer games, often lack. Sounds are
employed to describe objects, the environment and actions, while music is used to trigger
emotions and to influence the play of the game (Boer, 2002b; Kiegler and Moffat, 2006).
Examples are Driver76 (Sumo Digital, 2007), in which the music puts the player back into
the seventies, or Silent Hill Origins (Konami, 2007) and RidgeRacer2 (Namco, 2007), where
music induces fear in a survival-horror game and daringness in a car racing simulation.

Important for the perception of sound and music is also the presentation, whether it is
perceived over headphones, a small speaker array or a multi-channel surround sound
system. All systems have their respective advantages and drawbacks and depending on
the listening task one might chose either one. However, for the perception of 3D sounds
and 3D virtual auditory environments, headphones in combination with a binaural sound
rendering are most favorable. This approach eliminates interferences of the listening
environment (eg. the room’s acoustics and noises), as well as enhances the perception of
3D sound sources and the virtual acoustics. The most realistic presentation is possible
using a technique called wavefield synthesis, in which, according to Huygens principle,
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Figure 13: Sound and Effects in a 3D Computer Game (Menshikov, 2003).

several sound waves from large speaker arrays are superimposed to create spherical
sound waves of virtual sound sources, within or outside this speaker array (Boone, 2001).
Due to the large number of speakers that are required, this technique is not yet suitable
for the mass market. However, new approaches that utilize this technique are already
integrated into the OpenAL library, and employ it for a hyper-realistic auditory gameplay
(Grife et al., 2007).

With the grown awareness of acoustics over the last years, also the acoustic design
has changed and moved towards a cinematic sound in computer games (Hamaldinen, 2003).
Figure 13a shows an overview of the utilization of sound and music in current 3D
games, while Figure 13b visualizes the use of multi-environments for a more realistic
room acoustics simulation using OpenAL’s EFX engine (Menshikov, 2003; Hiebert, 2006;
Peacock et al., 2006). The specification of distance models thereby allows the modeling of
an acoustic depth cuing, while the reverberation settings for the various environments
enable an acoustic simulation of different rooms, from free field to a small stone cave.

3.4.1 Music-centered Computer Games

Besides the classic 3D audio/visual computer games exists a large variety of niche prod-
ucts. Some of them almost entirely focus on music and an interaction design based on
harmonies and rhythms. The concept of combining music with an interactive gameplay
dates back into the year 1787 and was introduced by Mozart in his Musikalisches Wiir-
felspiel (Mozart, 1787). The gameplay of today’s music games often centers around the
replay and/or the extension and enhancement of given beats and rhythms. The player
thereby creates interactive music that instantaneously provides a feedback of the player’s
performance. The interaction and gameplay is often tied into puzzles, in which the user
has to activate controls timed by the games music/soundtrack.

Music games either concentrate on the simulation of musical instruments, or allow
the player as much freedom as possible during the composition process. Such games are
often bundled with additional controllers that substitute an instrument, or the part that
is simulated. Figure 14 shows several examples. Guitar Hero and Samba de Amigo employ
a toy guitar and rattles, which both have to be played or shaken in rhythm with the
music presented (Harmonix Music Systems, 2005; Sega, 2000). A highscore and the music
generated provide the user with a performance feedback. PaRappa the Rapper, Sing Star
and Dance Dance Revolution were initially developed as extensions for the Playstation and
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Figure 14: Music-centered Computer Games

the Playstationz2, but are nowadays also present on almost every other game platform
available (NaNaOn-Sha, 1996; Sony Entertainment, 2004; Konami, 2001). These games
simulate the player’s performance as a singer and dancer, and therefore the ability to
follow a given beat and to stay in sync with the games soundtrack.

Besides these simulations, other games focus more on the compositional part and the
creation of music by the user. Such games often exhibit a high degree of immersion and
dissolve the player in a state of trance. REZ is here the most well known implementation
and classified as a rail shooter that generates hypnotic graphics and trance-like music
(United Game Artists, 2001). Adaptations to this concept are Lumines, Every Extend Extra,
flOw and Electroplankton, which all feature immersive graphics and sound effects, and let
the player compose his personal piece of music while flying through a world of sound
(Q Entertainment, 2004; Buena Vista Games, 2006; thatgamecompany, 2008; Indies Zero,
2005). The not yet released game Metronome has an alternative, yet very intriguing game
approach. The game itself is an auditory action adventure, in which the player has to
search a city for specific sounds that the player has to record and play back at other
locations to fight enemies and to unlock hidden secrets (Tarsier Studios, 2008).

3.4.2 Audio-only Computer Games

A genre of its own are so called Audio-only Computer Games, which are played and
perceived primarily using sound and acoustics. The gameplay is in most cases very
similar to audio/visual games, with the difference that all feedback information is
conveyed through auditory icons and earcons. As in audio/visual games, one is looking
for certain patterns to emerge, eg. listening for certain earcons and auditory icons, to
which the player reacts accordingly.

The genre started with the development of accessible games for the visually impaired,
in which game titles were created by small companies and blind programmers (Andresen,
2002; Mischke and Scardovelli, 2005; van Tol and Huiberts, 2006). The majority of these
games is still developed for the Windows platform, although some titles are now also
available on consoles and mobile platforms. Many genre from the audio/visual domain
have been adopted, including adventures, simulations, racing and role-playing games
(van Tol and Huiberts, 2006). Over the last years, the genre has enjoyed an increase

in popularity and many new titles with interesting approaches have been released.

Dedicated game engines that explicitly focus on the development of audiogames have
been designed and further foster the evolution of this still very young genre (Bartiméus
Accessibility Foundation, 2008).
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Figure 15: Audio- and auditory Adventure Games

Even though some of the old PC text adventures in combination with a speech synthesis
can also be considered as audiogame, they are in this discussion ignored because they
were not initially designed with an auditory gameplay and an acoustic presentation
in mind. One of the first audiogames developed was Real Sound: Kaze no Regret by the
Japanese company WARP (Warp, 1999). WARP was founded by the Japanese musician
Kenji Eno, who developed the game as a homage to his blind fans Milestones in the
genre of audiogames are the 2001 released Shades of Doom (GMA Games, 2001) and the
2003 released Terraformer (Pin Interactive, 2003), see also Figure 15b. Terraformer also
provides a visual interface and therefore represents a so called hybrid game, which allows
a play of sighted and visually impaired users together. Other examples in Figure 15 show
the 1999 released web-based adventure game SeussCrane: Detective for Hire and the 2008
released accessible version of Quake (Destiny Media, 1999; Atkinson and Gucukoglu,
2008). New trends for an audio-centered gameplay point in the direction of augmented
audio reality, in which a real environment is enhanced through artificial sounds for play
and entertainment (Cohen et al., 2004).

3.4.3 Audiobooks and Radio Plays

Audiobooks and radio plays can not directly be compared with computer games, but
possess several characteristics that makes them very interesting. They allow the creation
of a very special form of interactive narration that is comparable to auditory adventures
and action games. Section 9.6 will revert to this discussion with the introduction of
Interactive Audiobooks.

Audiobooks are narrated books that are recited by a single person, while radio plays are
based on several actors that are playing the story, and is further enhanced by music and
additional sound effects. Over the last years, audiobooks and radio plays have enjoyed a
constant increase in popularity, which is mainly due to their easy use and the high level
of narrative immersion (Fey, 2003; audiobooks.com, 2008). A combination of the narrative
advantages with interactive elements from adventure-based computer games allows the
creation of highly immersive and possibly non-linear storylines. An early example can be
seen in Figure 15¢, which shows a web-based radio play in which the listener chooses the
next location of the story, thereby solving a crime mystery (Destiny Media, 1999).

With the growing awareness of the potential of 3D sound spatialization, this technology
was more recently applied to 3D audiobooks and radio plays as well, and allows the
listener a stronger immersion and involvement (Verne, 2005; Andersen, 2005).
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AUDITORY DISPLAYS

UDITORY DISPLAYS are the primary area of related work in this research. They

can be considered of being the auditory analog to a visual monitor and are utilized
as system to display abstract data using auditory means. Auditory displays are employed
in a variety of applications, ranging from computers and medical workstations, to
information displays in aircraft cockpits and control centers in nuclear power plants. The
main difference to the more commonly employed visual display is that the information
is perceived solely through the sense of hearing. This opens many advantages and
possibilities for the design and application of this technology, but also inflicts difficulties
caused by an audio-only presentation. The goal of this chapter is to provide an overview
of the techniques developed in this area and to examine their strengths and weaknesses
for a later application within 3D virtual auditory environments.

A large portion of this research is directly based on 3D spatial auditory displays,
therefore the first section of this chapter serves as an entry point and introduces the
most fundamental concepts and techniques. Available possibilities for an audio-centered
data mapping are examined in the following section, which also discusses auditory
Gestalt principles, the analogic/symbolic continuum, as well as spatial sonification and
data representation techniques. The last section presents several examples and areas of
applications, and focusses on issues of construction, authoring and design.

4.1 OVERVIEW AND DEFINITION

The research on auditory display systems and sonification techniques accelerated with
the introduction of the ICAD conference, which was held for the first time in 1992
(Kramer, 1994). However, the first publications that were concerned with an application
of sound and acoustics for the display of abstract data were already published in 1954 and
1961 (Pollack and Ficks, 1954; Speeth, 1961). The article by Pollack and Ficks described
a quantitative display through the use of several auditory variables. Employing tone
and noise bursts, this first auditory display was able to represent eight binary variables
through the use of pitch, loudness, temporal ratio, duration and stereo location (Pollack
and Ficks, 1954). A second article published by Speeth in 1961 employed a technique
called audification to sonify seismic data (Speeth, 1961). An accelerated playback of the
recorded seismic waves greatly improved their analysis and understanding.

The term Auditory Display has not yet been conclusively defined, but was coined and
influenced by several ICAD conferences and the foundation of a research community:

“Auditory Display research applies the ways we use sound in everyday life to
the human/machine interface and extends these via technology. The function of an
auditory display is to help a user monitor and comprehend whatever it is that the
sound output represents.” (Kramer, 1994, ICAD Community, 1992 - 2008)

A second and very similar definition was provided later by Hermann in 2006:

“Auditory Displays are systems where a human user makes sense of data using
his/her listening skills, like for instance any data under analysis or data that represent
states of the information processing system.” (Hermann, 2006)
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Both definitions concentrate on the user’s ability to identify and interpret auditory
signals and the development of audio-based human/machine interfaces through the
sonification of arbitrary (scientific) data. The research is founded in an interaction with
sound in real-world scenarios and strives to design information processing systems that
map abstract data values onto auditory variables, which in turn can be interpreted and
analyzed by a human listener.

The research of auditory displays can also benefit from an analysis and observation of
the interaction with visual systems. Although visual and auditory displays seem on a
first glance to be very distinct, yet they share many concepts and principles. The primary
difference is that an auditory perception is linear in time, ie. (3D) sounds exist in time but
are perceived over space, while a visual perception is linear in space, ie. visual objects
exist in space but are perceived over time. Despite these differences in perception, the
interpretation and analysis of data and information is very similar. The basic principles
inherent in a good visualization can directly be applied to an acoustic presentation of
information using an auditory display as well (Schumann and Miiller, 2000).

Representation Excitation
& Preprocessing Interaction

Application
Processing Loop

Sound Rendering sound Display ‘&

Figure 16: Auditory Display Interaction Loop (Hermann, 2006).

Sonification Techniques

An overview of the principles characterizing an auditory display system can be seen in
Figure 16 (Hermann, 2006). The overall layout is very similar to the visualization pipeline
as presented in Figure 4. Based on the input of raw data, first a pre-processing is required
to map acoustic primitives to certain aspects within the data. The user interacts with
the system using an interaction/feedback loop to present specific parts of the data, or
to focus on certain details. The information is then sonified and presented acoustically
using the system’s effectors. A single or stereo speaker setup is often sufficient, while
3D auditory displays require a presentation via headphones or the use of a large multi-
channel speaker array, such as (5.1) surround sound systems (Boer, 2002b). These systems
often employ cross-talk cancelation for a binaural display, as well as channel-blending
techniques to improve the localization of virtual sound sources.

Key components of an auditory display framework are the sonification and interaction
techniques used. Sonification can be thought of as being the auditory analog to graphics-
based visualization and is defined by Kramer et al. and Hermann similarly as:

“Sonification is the use of sound - mainly non-speech audio signals - for representing
or displaying data. Similar to scientific visualization, sonification aims at enabling
human listeners to make use of their highly-developed perceptual skills (in this case
listening skills) for making sense of the data. More specifically, sonification refers to
the technique used to create a sound signal in a systematic, well defined way, that
involves data under examination as an essential ingredient for sound computing.”
(Kramer et al., 1997; Hermann, 2006)
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Benefits of Auditory Displays: Difficulties with Auditory Displays:
¢ Eyes free application ¢ Low resolution of variables
* Rapid detection ¢ Limited spatial precision
o Alerting ¢ Lack of absolute values
¢ Orienting * Lack of orthogonality
* Backgrounding of tasks * Annoyance
¢ Parallel listening ¢ Interference with speech
¢ High dimensionality ¢ Not bound by line-of-sight
¢ High temporal resolution ¢ Absence of persistence
* Affective response ¢ No printouts
* Auditory Gestalt formation ¢ User limitations

Table 1: Benefits and Difficulties for using Auditory Display Systems (Kramer, 1994).

Both acknowledge the connection between sonification and interaction to define an
active sonification technique, in which the user explores specific parts of the data or
information, which is in turn sonified — eg. acoustically represented (Hermann, 2002). A
selection of adequate techniques for the sonification of data is one of the critical aspects
in the design of an auditory display system. It includes the mapping of data attributes
onto auditory primitives, which is highly dependent on the data used and the area of
application. Generally, auditory displays are very applicable for monitoring tasks and for
the exploration and analysis of linear data sets. Monitoring tasks are applicable, as one is
listening for certain patterns to emerge that acoustically pop out from the auditory display
(Smith et al., 1992). This exhibits one of the main advantages of auditory displays, as
monitoring, or template matching tasks, can easily be performed in the background with
other — possibly visually engaged — tasks at full attention. Data exploration and analysis,
however, can not be backgrounded and requires the undivided attention of the listener. In
these cases, one explores data sets and information, searching for certain characteristics.
Although this approach requires a template matching approach as well, yet one can not
precisely anticipate what will be heard.

Table 1 shows an overview of the advantages, as well as the difficulties for using
auditory display systems (Kramer, 1994, Shilling and Shinn-Cunningham, 2002). One of
the most important benefits is the non-necessity of paying direct attention, but also the
parallel listening and the high dimensionality / temporal resolution that can be achieved
are significant. Interesting to note is that the resources required for the development of
an auditory display are far below the requirements for an equally designed graphics-
based visualization system. Major difficulties for the use of auditory displays are a low
precision, as well as the lack of absolute values. The majority of auditory parameters are
not perceptually independent. This lack of orthogonality can influence the perception of
a certain parameter if a second one is altered. Auditory displays are sometimes combined
with a graphics-based visualization system. Such multivariate and acoustically enhanced
displays generally improve the perception and understanding of the data presented
through an intermodal correlation that results in a higher realism and increases the
efficiency of the system.
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4.2 FUNDAMENTALS AND PRINCIPLES

After this short introduction of auditory displays, the remaining sections in this chapter
further explore the fundamentals in the design, as well as exemplarily discuss areas of
applications. The following section continues the discussions of Section 3.2 and introduces
important data and information sonification techniques. Although the section aims at a
broad presentation, a slight focus is found in the discussion of spatial auditory displays
and 3D sonification and interaction techniques.

4.2.1  Auditory Gestalt and Presentation

The concept of Gestalt refers to a unified interpretation of sensory information that is
perceived in the form of patterns and interpreted in a way that the sum is greater than
its parts. The original concept is based on the research of Mach and von Ehrenfels, and
although it originates in the discussions of audio and music perception, the concept of
Gestalt is most commonly known for its visual examples (Mach, 1886; von Ehrenfels,
1890; Goldstein, 2007). With the introduction of computer-aided sound synthesis and the
development of auditory displays, Gestalt theory becomes applicable again to the percep-
tion of sound and music (Moore, 1989; Bregman, 1990; Williams). Through the perception
of auditory (respective visual) information, the data perceived is analyzed, ordered and
grouped regarding seven basic principles: similarity, proximity, good continuation, habitat or
familiarity, belongingness, common fate and closure (Bregman, 1990; Purwins et al., 2000).

All seven principles are based on a certain grouping and classification of the infor-
mation perceived. Proximity, for instance, refers to an auditory distance of features that
groups objects with a smaller distance closer together and separates them from other
elements. Similarity is very much alike proximity, but refers here to the inherent qualities
of a sound object. The principle of Continuation extends proximity over time and classi-
fies smoothly varying frequencies of a changing sound source. Sudden changes in the
perception are identified as a new source. Closure completes perceived fragments features
within the Good Gestalt principle, while Common Fate groups frequency components, that
possess a similar sound or in which parameter changes occur synchronously.

The perception of Gestalt information allows one to discern overall relationships and
trends within the presented data and enables a listener to pick out meaningful events
within several data streams (Bregman, 1990; Purwins et al., 2000). This is a very important
feature for the design of sonification techniques and important for the mapping of data
onto auditory primitives.

Principles of organizing sounds and the delivery of specific information through sound
and sonification have also been discussed by Ballas and Kramer (Ballas, 1992; Kramer,
1992). Ballas provides an initial overview of how sound can be used to deliver information
using a framework of linguistic analogies (Ballas, 1992). He identifies the main challenges
for a sonification design as:

“to capitalize on the extensive understanding of sound production and perception
in the fields of language, music and acoustics to invent new sounds that communicate
from abstract sources and domains to a listener who has a complex but fixed receiving
and interpretation capability.” (Ballas, 1992)

Kramer focusses more on the concepts of auditory Gestalt and devises sound organizing
principles using the nesting of loudness and pitch parameters (Kramer, 1992), refer also
to Figure 17. A nesting of parameters allows the control of a single auditory variable
over several time scales simultaneously, thus enables the display of high-dimensional
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Figure 17: Parameter Nesting (Kramer, 1992).

data sets. Figure 17 shows examples for the nesting of loudness and pitch, which are
composed of sounds of different time scales that differ in loudness and pitch. This allows
the creation of complex auditory earcons, similar to the design of 3D glyphs used in a
graphics-based 3D visualization, to represent high-dimensional data sets, such as the
sonification of multiple stock data sets (Kramer, 1992; Schumann and Miiller, 2000).

Another topic in auditory perception is attention and the actual process of listening.
This is described by the Figure/Ground Problem and refers to a selective listening process,
in which one concentrates on specific parts of a possibly complex sound. Williams define
this as an analytic vs. a synthetic listening:

“Synthetic perception takes place when the information presented is interpreted as

generally as possibly, as for example, hearing a room full of voices, or listening to the
overall effect of a piece of music.
Analytic perception takes place when the information is used to identify the compo-
nents of the scene to finer levels, for instance, listening to a particular utterance in
the crowded room or tracking one instrument in an orchestral piece or identifying the
components of a particular musical chord.” (Williams)

This analytic/synthetic perception is very important for the development of auditory
displays and the design of sonification techniques. Depending on the sonification goal,
either an analytic (concentrating on a part), or a synthetic (concentrating on the whole)
presentation is required, which influences not only the overall presentation, but also the
interaction with the system.
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Figure 18: The analogic/symbolic Continuum (Kramer, 1994).

4.2.2  The Analogic — Symbolic Continuum

For a better understanding of auditory display systems and a classification of the sonifi-
cation techniques available, Kramer devised the Analogic — Symbolic Continuum, along
which all sonification techniques are arranged:

“A symbolic representation categorically denotes the thing being represented, while
the analogic representation directly displays relationship. An analogic representation
is one in which there is an immediate and intrinsic correspondence between the sort
of structure being represented and the representation medium. By symbolic repre-
sentation we refer to those display schemes in which the representation involves an
amalgamation of the information represented into discrete elements and the establish-
ment of a relationship between information conveying elements that does not reflect
intrinsic relationships between elements of what is being represented.” (Kramer, 1994)

The concept was developed in continuation of the work of Sloman, who discussed
analogic representations and their differences regarding a Fregean, or symbolic, infor-
mation representation (Kramer, 1994; Sloman, 1971). Figure 18 provides on overview
of the continuum and shows the classification of several sonification techniques. The
common Geiger counter, which uses a pulse-based representation to identify radiation
rates, is classified as an analogic technique, as it directly corresponds to what is being
represented (Rutherford and Geiger, 1908). An acoustic alarm, on the other hand, denotes
a possibly complex event or family of events, and is therefore a symbolic representation.
The classification of sonification methods in terms of analogic and symbolic becomes later
very important for the development of 3D scene sonification techniques to acoustically
represent 3D scene and 3D object information.

Figure 18 identifies the position and the range of several important auditory display
techniques. Audification is one of the most direct representations, in which the data is
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simply mapped to sound and played back. An example is the work by Heyward, who
utilizes this technique for a highly analogic representation of recorded seismograms
(Heyward, 1992), refer also to Section 4.3. Auditory Icons, which were initially described by
Gaver, are very often employed and used in a large variety of sonification tasks. Auditory
icons acoustically describe the thing being represented using an auditory caricature of
the task (Gaver, 1989; Mynatt, 1992). An example of such an auditory icon is the sound
of crumpling paper for the deletion of files and data in a computer trash can. A second
example can be seen in Table 2. Cohern employs auditory symbols and familiar sounds
to describe and characterize a computer’s performance using discrete auditory events
(Cohern, 1992).

Event Message

Login Knock-Knock
Connection Reminder “Ahem...”

Low % CPU Time Slow Walking
Low/Medium % CPU Time  Medium Walking
Medium % CPU Time Fast Walking
Medium/High % CPU Time Jogging

High % CPU Time Running

Logout Door Slam

Table 2: Event to Message Mapping (Cohern, 1992).

A further extension towards a symbolic representation is the Earcons approach that
was introduced by Blattner et al.. Earcons possess a language-like characteristic, and
are — when learned — very efficient and easy to use to identify very specific items or
events (Blattner et al., 1989). Their complexity and design is parallel to visual icons and
is composed of basic building blocks to describe complex structures.

An extension to this concept was later introduced by Bolke and Gorny, who established
the term Hearcons for spatialized auditory icons and earcons. Hearcons are characterized
through the four parameters: sound, loudness, position and extent, and were initially
employed for an interaction of visually impaired users with a computer system (Bolke
and Gorny, 1995).

Beacons, and especially dynamic beacons, characterize a more analogic representation
of an analog-to-symbol conversion (Kramer, 1992). A beacon employs Gestalt information
when a snapshot of the auditory data representation is performed. A dynamic beacon
that is learned and intuitively understood, functions as a symbol of the event that it
describes.

While some of these techniques directly display the underlying information, such as
audification, others utilize auditory symbols that must be learned. Once these symbols are
learned and directly understood, a link between the data and their sonic representation
has been formed and the analogic display becomes symbolic.

4.2.3  Spatial Auditory Displays

With the assistance of sound spatialization, the advantages of a symbolic and an analogic
representation can be combined. Similar to the analogic representation of visual objects
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Figure 19: Ring-based Auditory User Interface (Crispien and Fellbaum, 1996).

and symbols in 2D/3D space, sounds can be spatialized and assigned a certain location
within a 3D environment, therefore:

“spatialized sound can, with limitations, be used to analogically represent three-
dimensional volumetric data. The exploitation of this analogy is perhaps the greatest
power of spatialized sound, in that it presents spatially indexed data in a way that is
highly intuitive and, therefore, instantly understood.” (Kramer, 1994)

Sound spatialization is therefore highly applicable to represent spatial data, such as
3D volumetric data sets, but can also be employed to identify the position of objects in
3D virtual auditory environments. In here, 3D sound spatialization denotes the position
of an object, while the sound itself describes its function. A second advantage of sound
spatialization is an enhanced stream segregation for a parallel listening approach. This
allows, through an analogic/synthetic listening process, the presentation and perception
of multiple data streams as one, or a focussed listening to a single source.

Examples for spatial auditory displays include tele-robotic control, aeronautical dis-
plays and shuttle launch communications, as well as 3D user interfaces and 3D virtual
auditory environments (Wenzel, 1992; Crispien and Fellbaum, 1996; Begault, 1994). An
air traffic collision avoidance system (TCAS) discussed by Begault illustrates the sym-
bolic/analogic nature of the display, as it directly correlates virtual 3D sound sources
with their respective objects in the real environment (Begault, 1994). As of this spatial
representation of information, 3D auditory displays require also spatial interactions and
a 3D audio-centered user interface (Wenzel, 1992; Crispien and Fellbaum, 1996). Fig-
ure 19 shows exemplarily a 3D auditory ring-based menu system that is centered around
the user (Crispien and Fellbaum, 1996). Through sound spatialization, the individual
menu items are perceived as distinct sound sources, with which one can interact to
make selections and changes, refer Figure 19b. Such menu systems can also be nested
and layered, eg. extend over different layers in space and time, which allows the design
of highly complex systems. Sound spatialization is also often employed in audio-only
and audio/visual computer games to improve the user’s orientation and to increase the
degree of realism (Menshikov, 2003; van Tol and Huiberts, 2006), see also Section 3.4.

Sound spatialization is a key component in this research whose importance can not
be underestimated. Combined with an intuitive and flexible 3D interaction design, it is
employed in the majority of applications and example scenarios. Here Chapter 5, and
especially Section 5.3, concentrate on the design of intuitive and comprehensive data and
3D scene sonification techniques using 3D sound spatialization.

After these reviews of the principles of auditory display systems and the fundamen-
tals in auditory perception, the following part presents example implementations and
discusses areas of application for auditory display systems.
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The above discussions already displayed the versatile nature and the many applications
for 2D and 3D auditory displays. This concluding section summarizes the main princi-
ples and exemplarily evaluates case studies and areas of application. The majority of
applications for auditory displays reside in the areas of task monitoring and auditory
data analysis and exploration. However, the possibilities of representing abstract data
and information solely using the means of sound and acoustics is also well known in the
artistic community, which employs sonification techniques to acoustically describe stock
market data, to sonify measurements of ocean buoys and to represent soundscapes of
urban environments (Gaye et al., 2003; Janata and Childs, 2004; Polli, 2004; Polly, 2003).
The example sonifies the top of the atmosphere at the northernmost point of a storm
model and indicates strong changes in the winds. These projects are based on a sensory
input and measured scientific data sets, which are mapped onto acoustic primitives and
sonified for exploration and analysis, but also for pure enjoyment.

With the availability of efficient, yet inexpensive mobile platforms, several stationary
auditory display systems migrate towards an augmented and mixed reality application.
They are employed in edutainment and guiding applications, but also to develop an
audio-delivered ambient intelligence (Eckel, 2001a; Sennheiser, 2008). In the Listen project,
presented by Eckel, an interactive augmented auditory display is devised that provides
users with intuitive access to personalized and situated audio information spaces while
they naturally explore everyday environments (Eckel, 2001a,b). A direct classification
of these displays is difficult, but they are most strongly related to spatial auditory user
interface. Kobayashi and Schmandt and Ishii et al. have both developed a system that, in
analogy to Figure 19, positions sounds and information in 3D space around the user’s
head (Kobayashi and Schmandt, 1997; Ishii et al., 1998). The user is thereby free in the
interaction and decides what information is most important. A similar approach was
later chosen by Holland and Morse, who designed an audio-based user interface for
operating the Global Positioning System (GPS). The interface is designed in a way that
it allows mobile computer users to perform localization tasks, while their eyes, hands
and attention are otherwisely engaged (Holland and Morse, 2001). The often occurring
front/back confusions of spatialized sound sources were overcome through an additional
muffling and low-pass filtering of sounds positioned in the rear.

The following four sections briefly highlight some of the most important areas of
application, of which some are directly related to the later introduced sonification and in-
teraction techniques for the exploration of 3D virtual/augmented auditory environments.
Audiogames resemble a special case of entertainment-related auditory display systems.
An overview was provided and discussed in Section 3.4.

4.3.1 Monitoring Applications

The task of a monitoring application is to simply identify and display changes that are
occurring within a system. Therefore, the application searches for a certain pattern in the
raw data set, which, if found, is sonified accordingly. Common examples for monitoring
applications are a medical heart monitor and a Geiger counter, but also financial trading
and stock market data sonifications (Kramer, 1992; Fitch1992 and Kramer, 1992). All
examples employ a very direct audification and display of the underlying data. The
advantages for using auditory displays in a monitoring task is that the display of
information is performed eyes-free and can easily be backgrounded, thus allowing to
direct one’s attention to other — possibly visual — tasks (Cohern, 1992).
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4.3.2  Data Exploration and Analysis

An auditory data exploration and analysis requires sonification techniques for an analytic
listening and presentation. Similar to monitoring applications discussed in the previous
section, data exploration and analysis is based on a template matching, in which the
user acoustically explores the data using a data-to-sound mapping approach. The main
difference to monitoring is that one can not precisely anticipate what will be heard.
Therefore, an interactive user interface is required that allows access to data scaling,
routing, processing, selecting, analysis and other operations. To find significant signatures
and features in a data set, exploratory techniques are employed, which might, in turn,
result in the design of an optimal display system for a later monitoring task.
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Figure 20: Three Component Seismogram of a nucular Explosion at NTS (Recorded at
Lajitas, Texas, USA) (Heyward, 1992).

Applications for data exploration and analysis using auditory displays are in the
areas of census, environmental, math, physics, geography, and many more (Kramer,
1994; Blattner et al., 1992; McCabe and Rangwalla, 1992). Heyward uses audification
for the display of seismic data (Heyward, 1992), see also Figure 20, which shows three
seismograms that can directly be audified. An analysis of these seismograms is often
used in oil and coal explorations to find new resources. Auditory displays are not only
applicable for statistical analysis of complex multi-dimensional data sets, such as for
studying census and environmental data (Scaleety and Craig, 1991; Madhyastha and
Reed, 1992), but also to explore physical and mathematical simulations (Rabenhorst et al.,
1990; Kramer and Ellison, 1991; Mayer-Kress et al., 1992). Rabenhorst et al. present a
system for the complementary visualization and sonification of multi-dimensional data
sets, and describe the advantages of such a system (Rabenhorst et al., 1990).

4.3.3 Auditory User Interfaces

Important for all implementations is the integration of an auditory user interface (AUI)
that allows the user to interact with the system and to perform changes and adjustments.
An advantage of an audio-based user interface is that the area of interaction is not limited
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to the space in front of the user, but can be arranged 360° around the listener (Crispien
and Fellbaum, 1996). This allows an interaction using a ring-based metaphor, as it was
already discussed and is pictured in Figure 19. Along this ring menu system, several
auditory widgets can be aligned, such as auditory sliders, buttons, checkboxes and more.
Mynatt developed an auditory extension for an existing windows-based graphical user
interface to evaluate the possibilities and advantages of an AUI (Mynatt, 1992). She
experimented with several acoustic parameters to convey the content of the interface
system and evaluated the results through an informal user study. The evaluation revealed
that several of the parameters have to be enhanced and exaggerated, in order to be
perceived properly (Mynatt, 1992; Brewster et al., 1992). Additionally, and in continuation
of the work of Kramer, Mynatt is nesting symbols within symbols to acoustically represent
different states of a button (Kramer, 1992; Mynatt, 1992). This approach can be described
as a first implementation of a so called Auditory Texture, which will be discussed in more
detail in Section 5.3.

Other examples for auditory user interfaces include the sonic enhancements for two
dimensional graphical displays by Blattner et al., as well as the 3D spatial interfaces for
dynamic soundscapes from Kobayashi and Schmandt and the ambientRoom by Ishii et al.
(Blattner et al., 1992; Gaver, 1992; Kobayashi and Schmandt, 1997; Ishii et al., 1998). The
last two examples already employ spatialized sound sources to represent a real 3D user
interface.

4.3.4 Assistive Technologies

Visually impaired people have developed certain skills to rely on auditory information
alone for a navigation and orientation in the real world. This orientation is based on
familiar sounds, slight vibrations and the personal experiences developed over the years.
Many tools have been developed in the last decades to aid the navigation and orientation
of the blind community. Some of them use the global positioning system (GPS) in
combination with virtual maps and a speech processor to identify personal locations and
to sonify interesting and important points nearby (Frauenberger and Noisternig, 2003a;
Strothotte et al., 1995).

However, these techniques are not only applicable for guiding the visually impaired,
but can also be employed to assist sighted users in visually demanding tasks, such as
driving or the operation of complex machines. Several of the previous publications focus
explicitly on aiding the visually impaired, while the majority of applications focus on
both user groups. Nevertheless, several projects, especially in the domain of audio-only
computer games, were only initialized due to requests of blind players (Warp, 1999).
Much of the research in this thesis, although it was not focussing on the visually impaired,
can be applied towards the development of assistive technologies. Some of the prototypes
have already been evaluated and tested by several blind users, refer to Chapter 9.

4.4 SUMMARY

After this short analysis of auditory display techniques and a more detailed discussion of
the important fundamentals in auditory perception, the following Chapter 5 continues to
explore 3D auditory display systems with the focus on designing 3D virtual auditory
environments. Several of the here introduced sonification techniques will be studied in
more detail in the following chapter, as well as extended and applied for the sonification
of regular 2D /3D data sets and for 3D scene auralization. By looking at the examples
discussed over the last two chapters, one easily recognizes a vast applicability and a
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high potential for sound and acoustics. Some of these examples are further studied in
the following chapters and reevaluated for an application within 3D virtual auditory
environments.



I am the primitive of the way I have
discovered. — Paul Cézanne

AUDITORY ENVIRONMENTS

IRTUAL auditory environments can be described as being the acoustic analog to

the more common virtual visual environments. They are directly based on auditory
display systems, but also contain elements from 3D virtual reality, psychoacoustics and 3D
interaction design. The objective of this chapter is to provide a firm basis and to develop
an understanding of 3D virtual auditory environments in terms of design, presentation,
interaction and application. The primary goal is the development of techniques which
allows to establish 3D auditory environments as an equal to visual environments. Task-
tailored techniques for an intuitive information sonification and interaction have to
be conceptualized, implemented and evaluated. With the words of Cézanne, who once
recognized the new direction that European art was given in the early fourteenth century
by abandoning stylized medieval formulas of representation, the same can be said for
and applied to 3D virtual auditory environments as well.

Starting in the next section, the chapter discusses similarities and differences between
visual and auditory environments, and defines 3D virtual auditory environments using
a formal description of the elements specified above. In the following, the discussion
concentrates on the requirements for an intuitive 3D scene auralization and develops the
concept of a non-realistic auditory scene design. Very important are also the techniques
for 3D scene sonification and interaction, which are elaborated subsequently. Starting
with advancements for the sonification of 2D and 3D data sets, the discussion develops
and explores new concepts for the sonification of 3D auditory scenes. An integral part in
this discussion is the analysis and development of techniques for 3D spatial interaction.
These techniques are based on real-world interaction paradigms and performed in 3D
space. This chapter concludes with the presentation of an audio-centered framework
design and a discussion of promising areas of application.

5.1 VIRTUAL REALITY AND AUDITORY ENVIRONMENTS

The term virtual is defined' as something that exists only in the mind, as a product of the
own, personal imagination. In computer science, virtual is associated® with simulated
and digitally created environments. Milgram et al. define Virtual Reality (VR) as:

“In general, a Virtual Reality environment is one in which the user is immersed in a
completely synthetic world, which mimics the properties of a real-world environment
to a certain extent, and which may also exceed the bounds of physical reality by
creating a world in which the physical laws governing gravity, time and material
properties no longer hold. In contrast, the real-world environments of Augmented
Reality systems are obviously constrained by the laws of physics, which necessarily
impose certain restrictions on one’s ability to interact with the world.” (Milgram
etal., 1995)

Nevertheless, it is debated, wether VR is a technique that allows to create virtual
environments (Heilbrun and Stacks, 1991; Bowman et al., 2004), or if it is

“one possible outcome of the biological capacity to imagine, to think in advance,
and be prepared to situations to come.” (Hoorn et al., 2003)

1 http://www.thefreedictionary.com/virtual

43


http://www.thefreedictionary.com/virtual

44

AUDITORY ENVIRONMENTS

Although both arguments are true, in this research Virtual Reality is seen more as a
technique that allows the creation of an imaginary, virtual environment.

The level of virtuality is thereby defined along the virtuality continuum, Figure 21,
which represents a continuous scale between a real (extreme left) and a virtual (extreme
right) environment (Milgram et al., 1994). The area in between is defined as Mixed Reality
(MR), and defines a gradual transition that uses elements of both worlds. One application
is Augmented Reality (AR), which enhances the perception of a real-world environment
through the integration of artificial information, see also the discussions in Chapter 6.
An alternative, and currently very attractive field of research is the area of Ubiquitous
Computing, which in its goals is rather opposite in direction and introduces computers
and technologies into the user’s environment, rather than forcing the user in a virtual
environment enhanced by a computer (Weiser et al., 1999).

| Mixed Reality (MR) |
- P

Real Augmented Augmented Virtual
Environment Reality (AR) Virtuality (AV) Environment

Figure 21: Reality-Virtuality Continuum (Milgram et al., 1994).

The requirements for VR applications are directly bound on the applications goal
and the tasks to be performed. In general, these tasks include a travel and exploration
(wayfinding) of these virtual environments, possibilities to select and manipulate objects,
as well as techniques for controlling the system and - task-dependent — an input of
symbolic information (Bowman et al., 2004). In order to perform these tasks, the 3D scenes
have to be authored and extended by information, data and techniques to augment the 3D
virtual scenery. The interaction with, and the display of these virtual worlds is generally
performed using large, often stereoscopic, displays. An alternative presentation of the
virtual environment, eg. through sound and acoustics is possible, but the differences in
perception and data mapping have to be accommodated. An analysis of these differences
is the focus of the following sections. In these discussions, virtual reality and virtual
environments are analyzed in respect to their presentation, interaction, degree of realism
and display. In a second step, these principles are applied and mapped onto an auditory
perception and towards the creation of 3D virtual auditory environments.

5.1.1  Virtual Reality

In order to be able to describe the differences between a virtual and an auditory envi-
ronment, a common basis is required. This basis can be formed using a formal, abstract
description, which not only offers a more precise and theoretical study of virtual visu-
al/auditory reality, but also allows to express the processes of interaction and display
as a product of various sets and relations. First, a formal definition for virtual reality is
developed, and is later extended and transferred to describe 3D auditory environments
and augmented audio reality as well. In accordance to the enhanced models described by
Hoppe and Ritter, the here developed concept employs a similar modeling (Hoppe, 1998;
Ritter, 2005). Figure 22 provides an overview of the formal description along several input
and output data streams. The 3D virtual environment is labeled as Enhanced Environment
Z that contains a set of Objects o € O, which are positioned and ordered within the scene
using structural information Egs. These objects are defined using sets of geometrical data
Eg, as well as through an object-dependent set of symbolic information Os that provides
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Figure 22: Formal Description for 3D Virtual Environments.

related semantic specifications and settings. Such an enhanced environment also contains
a set of interaction relations® C(t) and display variables D(t), which are used to represent
and display objects contained in the 3D scene:

£=o0¢€kg Eg CEg (5.1)

GEOMETRICAL DATA (E() contains a mathematical description of the underlying geom-
etry that is required for the definition of the 3D objects used in the virtual environ-
ment. This data is provided in the form of polygons, triangle sets and/or curves.

STRUCTURAL INFORMATION (Eg) is a set of relations ¢ that assign a position and
orientation to each object that is contained in the virtual environment. Structural
information maps objects o € O onto a subset of Eg: {¢|dp(0,Eg) = 0 x Eg,0 €
O,Eg C Egl.

SYMBOLIC INFORMATION (Og) is a set of relations ¢, which provide semantic descrip-
tions for each object: o € Ec, eg{plp(o,s) =0xs,0¢€ Eg,s € Osl.

INTERACTION DATA (C(t)) defines a set of relations — dependent over time t — for an
interaction on/with objects: {{)[p(c,0) = ¢ x o,c € C,0 € Eg}. The input depends
on the interaction devices used and maps a data vector (input stream) onto the
currently selected objects, which in turn provide feedback information with a
modification of the objects display settings D(t).

DISPLAY SETTINGS (D(t)) are a set of relations ¢ that define the appearance and
display of 3D objects: {£/£(d,0) = d x 0,d € D, 0 € Eg}. These display settings map
color, style and other forms of visual representation onto the object’s associated
parameters. Display styles are activated through either an interaction on objects (eg.
P(c,0)), or through a selection of symbolic information (eg. ¢ (o, s)) that requires
the object to change its information display.

2 C(t) = from Control
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Objects that are parts of the enhanced environment Z, eg. o € Eg, are a combination
of their geometric representation Eg, their structural information Eg, and their symbolic
description Os. As a result, these objects can be described analogously as Enhanced Models
M:

0=M;Vo € E~GwithE~G CEgM = (Eg x Eg) x Og (5.2)

Using the above defined sets and relations, the interaction and display of a 3D virtual
environment can be expressed using a three-fold relation as:

£ = (C(t) x M x D(t))) (5-3)

In this equation, (Eg x Es) describes the pure geometric representation and the arrange-

ment of objects within the scene, eg. ¢(o, Mg). As this virtual scene not necessarily
resembles any real world place, no further mapping is required. However, the definition
of a mixed reality environment demands an additional, possibly bijective, mapping of
the virtual scene objects onto its real-world counterparts, see here Section 6.1 for a more
detailed discussion. A secondary projection in Equation 5.3 maps symbolic information
(Os) with additional data and a semantic description for each object onto the existing
expression and specifies its specific display (D(t)) and interaction (C(t)) behavior. To
additionally accommodate a user/task-dependency ((A)pplication) and the previous
knowledge of a prospective user ((U)ser), Equation 5.3 is modified to:

E(UserxApplication) = (Cuxa)(t) X Muxa) X Es) X Os) X Diuxa)(t))) (5.4)

For a customization on a specific task, not only the underlying 3D model, but especially
the interaction, as well as the techniques for the display of information have to be adjusted.
A task-dependent interaction on enhanced objects # can be described as:

c—M— dwithce C(t)and d € D(t) (5.5)

Equation 5.5 describes the mapping of interaction data onto scene objects M. This
mapping results in a change of display for this object, or for all objects in this scene.

Using this formal description, a precise modeling of 3D virtual reality is now possible.
This formalism not only allows a clear definition of objects and their specific display, but
also an accurate modeling of scene interaction and its effect on the entire environment
and/or specific objects. Through an exchange of the display variables D(t), different
depictions of a 3D scene are possible. A substitution by auditory display techniques allows
a modeling and description of 3D auditory environments, refer to Section 5.1.2.

With this formal definition of virtual reality in place, one needs to identify the qualities
and characteristics inherent in VR simulations. The terms virtual reality, virtual environ-
ments and virtual worlds are often used synonymously, although virtual environments
have a stronger association with interaction and a resemblance of a real-world space.
Stuart defines Virtual Environments in the following way:

“An environment is that what surrounds you, the set of conditions and objects you
can perceive and with which you can interact. A virtual environment is an interactive
computer-generated environment provided by a VR system.” (Stuart, 2001)

Other characteristics that are often used to describe VR systems are the terms presence
and tele-presence, immersion, involvement and flow. Sheridan introduced presence and tele-
presence to describe a being somewhere else, in an imaginary or simulated environment
(Sheridan, 1992). Later Witmer and Singer extended these ideas and coined the terms
immersion and involvement as a special state of mind (Witmer and Singer, 1998). The
feeling of being fully integrated and being a part of a virtual environment is thereby
referred to as Immersion (Schirra, 2000), which Coomans and Timmermans describe as:
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“the feeling of being deeply engaged. Participants enter a make-believe world as if
it is real.” (Coomans and Timmermans, 1997)

For Smith et al., immersion is strongly related to the senses that are involved in the
perception. Based on these assumptions Smith et al. define a sense-dependent level of im-
mersion, which, according to Smith et al., delivers the weakest immersion for audio-only
and the strongest immersion for a combined haptic/audio/visual display (Smith et al.,
1998). Strongly related to the definition of immersion is also the term flow, which was in-
troduced by Csdkszentmihdlyi in 1975, and describes a person that is fully immersed and
deeply engaged in a single activity or task (Csdkszentmihdlyi, 1975; Bottcher, 2005). Sev-
eral implementations of computer games focus explicitly on flow and the achievement of
a high level of immersion. Examples are REZ and flOw, which both obtain this goal using
trance-like music and a very simple and intuitive interaction design (United Game Artists,
2001; thatgamecompany, 2008).

Virtual reality has received a high level of attention in the early 1990s through a
large coverage in media, movies and books. It was hyped in public discussions as a
solution to many problems, but unfortunately not able to deliver the promises. A large
problem was the media industry itself, which announced unrealistic future technology
developments that could not be implemented at this time. Additionally, much of the
hardware technology was in its infants and not enough content was available to fill all
of the VR systems with life (Murray, 1998; Brooks Jr., 1999). With the increasing realism
in computer graphics and acoustics over the last decade, as well as through powerful
commodity hardware available, VR might be able to deliver what was once promised
promised in a near future (Brooks Jr., 1999). The availability of content and applications
that efficiently utilize VR systems and thereby legitimate their employment is of the
highest importance. Prospective applications are found in the areas of medicine, 3D
visualization, computer gaming, archeology and virtual heritage, as well as in numerous
virtual development and training scenarios (Freudenberg et al., 2001a; Bowman et al.,
2004; Fraunhofer IFF, 2008).

5.1.2  Virtual auditory Environments

As was outlined at the beginning of this chapter, 3D virtual auditory environments can
be thought of as being the auditory analog to a 3D virtual visual environment. With the
focus centered on 3D game design, Zizza describes:

“the formal definition of an "audio environment’ as defining the parameters and
boundaries of the sonic world living in your game.” (Zizza, 2000)

Zizza provides in his article also the specifications for creating a so called audio
design document that lists and describes the use of all auditory elements for designing
a 3D audio/visual computer game (Zizza, 2000; Crawford, 2002). This description,
however, perceives audio environments merely as a decorative padding for the visually
dominating 3D game world, whereas the research in this thesis aims to establish auditory
environments as an equal to visual environments. Although the perception, as well as the
representation of objects and 3D scenery, differs in many aspects, the majority of ideas
and techniques that are applicable in the visual realm can be adopted and transferred
towards a 3D scene sonification and an audio-centered interaction design.

The formal model of Equation 5.3 for describing virtual environments can directly be
applied to define virtual auditory environments as well. Some modifications are, however,
necessary in order to accommodate the differences in perception and presentation. This
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includes techniques for the acoustic display of data and information (D(t)) (sonification),
as well as a more audio-centered design of interaction techniques (C(t)). The display
variables (D(t)) now comprise loudness, frequency, duration, pulse and many more.
In view of an adaptation of these methods, one also has to consider that auditory
information is only perceived over time and possesses no latent image. Although a
temporal dependency was already integrated in Equation 5.3 for a time controlled
interaction and display, this dependency is omnipresent in auditory environments and
has to be extended to include the enhanced scene objects as well, ie. M (t). The variables
for display and symbolic information are now centered around an auditory description.
This includes different sounds and acoustic parameters for each object M, which now
form an auditory texture describing each M(t) € Z(t). This approach uses a different
sound or auditory representation to describe the various conditions s € Os of a certain
object:

D(t) = M x s(t),s € Og (5-6)

A small example shall be used to compare the differences in perception and the varying
perceptual spaces for an auditory and a visual environment. This can be seen in Figure 24,
which displays a common living room environment that is equipped with a TV set, a
desk, a computer, several book shelves,
a bed, and a coffee maker. Located in the
middle of the room is a virtual avatar
that is facing the door. This person’s
‘ - perception and point of view/hearing

will from now on be used in several ex-
amples throughout this thesis. Addition-
ally, auralizations of example scenes are
provided to acoustically enhance the vi-
sual depictions. In these auralizations,
Viewer/Listerdi the listener’s position is identical to the
avatar’s position depicted in the figures.
Towards the end of the each auralization,
\ the virtual avatar turns around 360° to
provide a better perception of the audi-
tory scene. In the first example, Figure 23
shows both, the visual and the acoustic
perceptual spaces, while Figure 24a and
Figure 24b compares their respective sen-
sory perspectives. Figure 24a shows the
person’s visual experience, eg. what can
be seen in the room from the avatar’s position, while Figure 24b shows the auditory
environment in form of a spherical map that highlights audible objects in red. As can be
seen from this example, some parts in both environments overlap (eg. clock, telephone,
computer), while the majority is disjunct and either perceived visually (eg. door, books,
chair), or acoustically (eg. radio, TV set, coffee maker).

Other characteristics of an auditory environment are a possibly higher level of im-
mersion and a strong suitability for narrative presentations (Rober et al., 2006b; Huber
et al., 2007). The statement of Smith et al., who classify audio-only presentations as being
least immersive, has to be strongly rejected as several studies suggest otherwise (Smith
et al., 1998; Rober et al., 2006b). Audio-only applications can, if well designed, be much
more stimulant and immersive than audio/visual depictions. The story in a movie or
3D computer game will always be reduced to what is visibly displayed, while in an

Visual Area

~— Sound Sources

Figure 23: Different Perceptual Areas: Visual
(Cone) and Auditory (Sphere).
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(a) Visual Space. (b) Auditory Space.

Figure 24: Visual and auditory Perceptual Areas for a 3D Scene.

auditory presentation, the user fills in the missing information through own and personal
experiences. This concept of customization often provides a much deeper immersion and
is often used in games and movies to create an atmospheric suspense (Curtis, 1966-1971;
Eidos Interactive, 1998; Konami, 2007).

As stated earlier, one goal of this thesis is to develop and establish auditory environ-
ments as an equal to visual environments. A key element in this development is the
design of techniques that support the listener’s perception to receive enough — but not
necessarily the same — information as through a visual display. The development explic-
itly concentrates on the advantages of an auditory perception, eg. a 360° listening and
interaction, a multi-modal and non-focussing perception, as well as the possibilities to
design an affordable, lightweight and highly portable system.

Definition A 3D Virtual Auditory Environment describes a 3D virtual environment that can
be perceived solely through the means of sound and acoustics. Its representation employs
techniques for an audio-centered display, and provides auditory cues to interpret the local
environment and to localize 3D objects. The display variables (D(t)) include loudness,
frequency, duration, pulse and more, as well as support an auditory representation to
describe an objects structural information Og. The interaction (C(t)) adheres to natural
listening behaviors and is based on 3D head-tracking and a spatial interaction design. The
techniques for scene interaction support navigation, orientation, exploration/pathfinding,
as well as object selection, activation and alteration tasks.

By examining the example of Figure 24, one can assess the requirements for an
implementation of interactive 3D virtual auditory environments. Such a system must
create acoustic events that stimulate listening experiences within the user and immerse
him acoustically into the virtual environment. These acoustic stimuli have to provide
enough information to support a situational awareness, ie. to identify the environment
and the own position and orientation within. This requires techniques for an intuitive
interaction with the environment, as well as with the objects therein. Several of these
tasks can be implemented in a similar way to the previously discussed audio/visual
interaction techniques, but have to be centered around an auditory perception that allows
the design and utilization of real 3D — spatial interaction metaphors (Bowman et al., 2004).
The design of auditory environments also depends on requirements from the application
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itself, the task to accomplish and the prospective user. As this discussion would lead deep
into the area of software design, references to the literature are provided for a further
study (Shneiderman, 2004; Faulkner, 1998).

The remaining sections in this chapter discuss and illuminate 3D virtual auditory
environments from various perspectives. In analogy to Equation 5.4, the different parts
required for the development of auditory environments are explored. Structural and
symbolic relationships, ie. ¢ (o, Mg), are discussed in Section 5.2 with a focus on the
design of non-realistic auditory environments. The following Section 5.3 continues this
discussion and highlights sonification techniques for an object/information mapping, ie.
@(o,s) . Spatial interaction techniques and their mapping onto scene objects {)(c, 0) are
examined in Section 5.4, while alternative display styles for an auditory representation of
objects £(d, 0) are covered in all three sections, but especially in Section 5.2.

5.2 AUDITORY PRESENTATION AND DISPLAY

In a visual representation, the properties of an object are mapped onto graphical prim-
itives using a variety of attributes, such as color, style, shading etc. (Schumann and
Miiller, 2000). For an auditory representation of the same information, these properties
are mapped onto acoustic primitives, such as loudness, timbre, frequency etc. (Kramer,
1994). Besides a direct audification and data-to-sound mapping techniques, other methods
can be used to encode information acoustically, such as tempo, thythm, harmonies and
complexity (Stockmann, 2008), see also Section 4.2 for a detailed discussion.

For the physical display of auditory data, three possibilities are available:

¢ Headphones,
¢ Surround sound displays, and
* Wavefield synthesis.

Although wavefield synthesis delivers the best performance in sound localization
and can be used for several listeners simultaneously, it is still a very complex and
difficult technique that requires an awful amount of speakers (Boone, 2001). Surround
sound displays are also applicable to larger groups, but with a much smaller sweet spot
compared to wavefield synthesis (Begault, 1994). A disadvantage of both techniques is
the introduction of acoustic artifacts that originate in the listening room’s acoustics and
the cross-talk cancelation techniques required (Shilling and Shinn-Cunningham, 2002;
Vorldnder, 2007). Headphones provide a very good sound perception and at the same
time permit a direct display of binaural data. Combined with a possible head-tracking
technique, this allows a very intuitive and efficient display and perception of 3D auditory
environments.

Therefore, the research in this thesis is based on a headphone-specific display and
binaural sound rendering.

Another interesting aspect for the display of 3D auditory environments is the degree
of realism employed. A related field in computer graphics is the area of so called
Non-photorealistic Rendering (NPR), which concentrates on the users perception and an
efficient conveyance of an image’s underlying information by appealing to and mimicking
human drawing techniques (Strothotte and Schlechtweg, 2002; Gooch and Gooch, 2001).
It is applied in many areas and has applications in architecture, archeology, scientific
visualization, computer games, and many more (Spindler et al., 2006; Freudenberg et al.,
2001b). The examples in Figure 25 show two visualizations of the Magdeburger Kaiserpfalz
— the palace of Otto the Great, one of Europe’s most influential medieval emperors
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(a) Photorealistic Presentation. (b) Non-photorealistic Presentation.

Figure 25: Varying Realism in a 3D Scene Presentation.

(Nickel, 1973; Meckseper, 1986). A detailed analysis of the stratigraphic sequences in
2000 revealed, however, that the remnants of two buildings from two different periods
in time were accidentally mistaken as one (Ludowici, 2000). To portray these findings,
Figure 25a is rendered in a cartoon/pen&ink-style drawing technique that also visualizes
a decreasing veracity of the buildings shape from the bottom to the top (Rober, 2001;
Freudenberg et al., 2001a). A similar concept can also be applied to the display of 3D
auditory environments. Here Lodha et al. devised a technique for an acoustic sonification
of uncertainty (Lodha et al., 1997). Such a display not necessarily adheres to a strict
physical-based sound rendering, but consciously alters an object’s acoustic representation
by exaggerating certain effects and by including additional information.

5.2.1 Scene Auralization

Auralization describes a process that is used to make a virtual scene audible, eg. to map
data and information onto acoustic primitives and to display them in the form of sound
waves. Auralization is often linked with a more abstract, physical and mathematical
description, see here Chapter 8, but shall be viewed in this chapter from a more general
perspective. Although an auralization of a 3D auditory environment can be performed
in number of ways, it can be reduced to just three basic auditory elements (Rober and
Masuch, 2004b):

* Speech,
¢ Music, and
¢ Sounds and noises.

Each of these elements responds to a different perception. Whereas Sound — in its
most general definition — often describes a physical process or an action in the local
environment, speech and music are both more abstract forms of communication. Speech
can be used to describe an information very precisely by using many details, while Music
is often used to convey emotions, atmospheres and moods.

One form of scene auralization that is solely based on the perception of speech can
be found in Audiobooks and the dramaturgically enhanced Radio Plays (Fey, 2003). Both
forms of narration enjoyed an increase in popularity over the recent years and can be
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Figure 26: Auralization and Realism of a 3D auditory Environment.

used conveniently at many occasions. Audiobooks are, in general, only narrations of a
book using a single speaker, while radio plays also employ music and sound effects, as
well as the dramaturgical screen play of several actors. Both forms explicitly focus on the
advantages of an auditory presentation and narration that highly immerse the listener
into the storyline (Fey, 2003; Rober et al., 2006b). Storytelling and narration are also
present in other forms of interactive media, eg. in computer games and here especially in
the Adventure genre. An excellent example is the 2005 released game Fahrenheit — Indigo
Prophecy, which develops new approaches for an interactive and non-linear storytelling
that are consistent with the player’s (inter)action (Quantic Dream, 2005). In combination
with screen reader devices, old text adventures, such as Zork, can be turned easily into
an auditory adventure game as well and be played in a very similar way (Infocom, 1982).
The possibilities to employ speech for both the output and the input of information are
manifold and partially discussed within this chapter. Nevertheless, speech plays only
a minor role in this research as the focus is on the design of techniques to acoustically
convey abstract information using non-speech sounds.

Music is a very powerful, and also a very emotional form of communication. As
it is difficult to describe the semantics of an image or a virtual scene using sounds
alone, music can be used to describe the content by appealing towards an evocation
of emotions that are expressed in the image or scene. One of the earliest examples is
the well known opera Peter and the Wolf by Prokofjew, which narrates a story using an
orchestra in which each character is described and represented exclusively by a single
instrument (Prokofjew, 1936). The interaction between the individual characters and their
interplay create a wonderful and enjoyable piece of music that narrates a story primarily
through music. A more abstract example is also the composition Pictures at an Exhibition
by Mussorgski and Ravel (Mussorgski, 1874/1886; Ravel, 1922), and later an electronic
interpretation by Tomita (Tomita, 1975). Both pieces express the composers experiences
and emotions while looking at the paintings of the Russian artist Viktor Hartmann.

Computer games, as a modern form of storytelling, also employ music to express
emotions and to enhance the perception of the story and the game play. As this form
of interactive narration is not bound by a timed schedule as in operas and film, the
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transition between scenes and the blending between two pieces of music is often not
predictable and can not be timed in advance. Therefore, most implementations utilize a
gradual transition between two pieces, which often destroys the immersion due to the
introduction of disharmonies that are caused by blending artifacts. A solution was found
by examining the problem from a musician’s perspective and through the development
of techniques that allow a harmonic blending between various pieces of music (Berndt
et al., 2006). The music is now composed and divided into several pieces, which can be
blended correctly at certain points. This allows a much smoother presentation, and to
maintain the listener’s immersion.

The use of sounds and sound effects to describe a 3D environment is the most direct,
but in terms of perception and clarity also the most difficult approach. Descriptive sound
elements are used to identify certain objects or actions. These sound elements can also
be spatialized using HRTF filters, which allows to determine an object’s position and
distance relative to the listener. However, not all objects can be intuitively described by
sounds, eg. a table or a door, and therefore, this technique is initially applicable to certain
elements only. In these cases, additional sound elements in the form of auditory icons
and earcons can be employed and learned as a description for non-sound objects.

Figure 26 continues the example scenario previously introduced and shows a 3D scene
auralization containing sounds, music and speech. The majority of sounds are thereby
positioned in 3D space to pinpoint the location of the objects described. Other auditory
elements, such as parts of speech and music, are presented for a diotic display (in-head
localization), eg. they are not filtered through HRTFs and presented binaurally with
the same level (Shilling and Shinn-Cunningham, 2002). The audible and 3D positioned
elements of the scene are highlighted in red. The scene contains the following elements:

* Speech (TV, Radio, Telephone Answering Machine)
e Music (TV, Radio, or Scene Music)

* Sounds (Computer, Clock, Coffee Maker, TV, Street Noise, ... )

This itemization shows some of the audible elements that can be perceived in this
scene. However, not all elements can be audible at the same time, as this would clutter
the display and only leave a meaningless noise. Some of these objects are well identified
using descriptive sounds, while others are more difficult.

5.2.2  Non-realistic Auditory Display

A first definition for a Non-realistic Sound Presentation (NRS) is found by Walz, who
defines NRS as a method that consciously alters the physical representation of objects to
better describe their characteristics, position and possible velocity (Walz, 2004a; Rober
and Masuch, 2005a). This definition explicitly restricts itself to a non-realistic physical
modeling, eg. the exaggeration of acoustic effects such as the Doppler, but ignores
the inclusion of additional non-object-based sound sources and an alternative acoustic
representation of objects, eg. display styles. Therefore this initial definition is recoined to:

Definition Non-realistic Sound Rendering describes a principle for the display of 3D
auditory environments that focusses on an intuitive and non-realistic auditory presentation
of 3D scene information. This presentation is not required to adhere to the laws of physics,
instead it concentrates on the most intuitive and direct presentation of information
available, by employing additional sound sources and artificial cues, as well as through
a deliberate alteration of an objects acoustical appearance. The appearance of objects
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thereby might include different auditory representations, as well as a change of their
physical attributes, such as Doppler factor, velocity, or distance. The basic fundamentals
identifying such a non-realistic auditory presentation for a 3D scene are:

* A non-physically based acoustic presentation of the 3D scene,

Additional non-object sounds,
* An exaggeration or reduction of certain physical parameters/laws, as well as
e Situation-based auditory display styles for object descriptions.

Figure 26 shows a comparison of a regular 3D scene auralization and a non-realistic
auditory display of the same environment. The normal auralization applied in Figure 26a
shows the familiar living room scene with a virtual avatar in its center. The majority of
sound sources in this room is based on electrical devices, such as the computer and the
TV set. These devices emit sounds from their operation, which can be used for an object
identification, but also to determine the objects and the own position. However, these
devices are not always switched on, and can not display additional, hidden information
that highlights a possible interaction. Figure 26b on the other hand shows a non-realistic
auditory display of the same scene. This scene display is enhanced by additional sound
objects, as well as by several sonification and interaction techniques later to be introduced,
refer to Section 5.3.2. The main focus of employing a non-realistic display is to enhance
the perception of the 3D scene. Regular 3D sound objects, similar to those in Figure 26a,
are displayed in red. However, the loudness of the clock on the left rear wall is amplified
to utilize it as a beacon to identify the user’s orientation within the virtual room. Another
sonification to support this task are so called North Beacons, which are employed if no
natural sound objects, such as the clock, are available to fulfill this task. The clock can
therefore be described as a natural Auditory Landmark in this room. Another example
is the Soundpipe concept, a technique that allows an intuitive and controlled movement
through the 3D environment. Very versatile is also the concept of an Auditory Texture,
which allows a variable acoustic description that is consistent with an objects function and
state. In Figure 26b, both the door and the key object have an auditory texture assigned.
The example setting displayed assumes a scene within an auditory adventure game, in
which the door is locked and the protagonist has to find the key to unlock and open it. In
this setting, the door can be sonified as being locked, opened up and open, whereas the key
has to emit a sound that describes it as key, and which enables the user to actually find
it. Accompanying this example are two auralizations that sonify both environments. To
avoid a cluttering of the auralization of Figure 26b, it first displays the general acoustics
with the the two beacons, the artificial north beacon in front and the amplified clock
towards the front/left. After this, the auditory textures for the key and the door objects
are presented, followed by a sonification of the soundpipe and at last a sonification of the
3D menu system. The auditory texture of the key and the door utilize a similar sound
that directly denotes a dependency. The auralizations in this example are here included
for completeness, with all sonifications explained in more detail in the following section.

The above examples highlight the most important characteristics for a non-realistic
auditory design. In essence, it enhances the auditory perception of a 3D scene by deliber-
ately altering the physically correct auditory appearance of 3D scene objects. Through
the inclusion of additional sound objects and auditory descriptions, a listener becomes
able to identify and interact with the environment. An exaggeration of certain physical
parameters allows under given conditions a better perception of the 3D environment
and can also be used to highlight specific scene objects using a technique similar to an
Auditory Lens.
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Figure 27: Data Sonification Examples.

The last two sections described some of the basic principles for an acoustic display of
3D virtual environments. The next section continues this discussion towards data and 3D
scene sonification techniques, and develops methods that aid an intuitive perception and
understanding of 3D scenes.

5.3 DATA AND 3D SCENE SONIFICATION

Sonification refers to a long existence in art & science, yet its definition remained rather
fuzzy and was interpreted differently depending on the task and the area of application.
A definition commonly used today, that serves as a basis for this research, was coined in
a research report by Kramer et al. in 1997:

“Sonification is the use of non-speech audio to convey information. More specifically,
sonification is the transformation of data relations into perceived relations in an
acoustic signal for the purposes of facilitating communication or interpretation.”
(Kramer et al., 1997)

A major goal of this research is the development of tools and techniques to support
an intuitive perception and display of 3D virtual auditory environments. This requires
techniques for the sonification of scene and object information, as well as techniques
for interaction and scene/object manipulation. Sonification is employed to convey the
underlying information, to acoustically describe the environment, the objects, as well
as the interactions possible. Sonification, ie. the acoustic display of information, and
interaction, ie. the physical act of inputting information, are thereby strongly intertwined
and are both part of the interaction/feedback loop (Crawford, 2002; Bowman et al., 2004).

To allow a more precise discussion and a task-related evaluation of the individual
techniques, sonification and interaction are both discussed in distinct sections, in which
each concentrates on the respective characteristics. The following sections describe a
variety of sonification techniques, with the focus on the development of acoustic repre-
sentations for 3D virtual auditory environments. The succeeding Section 5.4 refers back
to the sonification techniques that were developed here and combines them with a spatial
and/or speech-based interaction design.

3 http://www.seeingwithsound.com/
4 http://www.wikipedia.com/
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temigue  Pralon. Complesty A5 Cominaum  Appicnion
Audification Both <3 1-3 Both
Auditory Icon Analytic <4 6—7 Monitoring
Earcons Analytic <5 7—8 Monitoring
Hearcons Both =16 3-5 Monitoring
Harmonics Synthetic <4 7—9 Both
2D/3D Scanline = Analytic <3 2—4 Analysis
Volume Chimes  Analytic 1 1-3 Analysis
Speech Analytic 1 9—-10 Monitoring

Table 3: 2D /3D Data and Volume Sonification Techniques.

The first part in this discussion concentrates exclusively on 2D /3D data and volume
sonification techniques. The section discusses important principles and techniques, and
employs them as basis for the later introduced 3D scene sonification techniques. Although
data sonification is not the primary goal of this research, this section develops and
discusses several improvements to existing data sonification techniques. The second part
of this discussion later extends these techniques and develops 3D scene sonification
techniques to acoustically describe global and local scene/object information. Both parts
aim at providing rules and guidelines to define and select specific techniques depending
on the sonification task aspired.

5.3.1 Data Sonification

The primary goal of data visualization and sonification is the acquisition and the con-
veyance of knowledge through an exploratory analysis. The same principles that govern a
graphical visualization of data can be applied to an acoustic sonification as well. Through
the use of varying sonification techniques, a user gains knowledge about the structure,
the layout, as well as trends and characteristics hidden inside the data set. The mapping of
data elements towards acoustic primitives and an acoustic display is here always the first,
but also often one of the more difficult steps. An example that uses a very simple design
is the sonification of radiation data using a Geiger counter (Rutherford and Geiger, 1908),
see also Figure 27b. The employed mapping technique directly auralizes the data using a
pulse encoded sonification, ie. the system acoustically ticks for each decaying particle that
is detected. The number of ticking sounds perceived thereby directly refers to the current
radiation present. The underlyin